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Introduction

IR

Performance 
prediction

IR : Information Retrieval

RS : Recommender Systems

?
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Motivation

 Proliferation and variety of  input information in IR systems

 Performance prediction in IR: adjust retrieval strategies according to 

the value of the prediction function

• In classic retrieval: query effectiveness

• Applications: query expansion, rank fusion,  distributed IR, etc.



 

Goals

 State of the art study and analysis on performance prediction in 

Information Retrieval

 Study the potential of performance prediction in Recommender 

Systems

 Definition of performance predictors in Recommender Systems

 Effective application of performance predictors to combined 

Recommender System methods



 

Performance prediction in IR: query expansion

 Deciding if a query has to be expanded or not, i.e., given a predictor  and  
a query q:

if (q) is greater than a particular value (threshold) then the query will 
perform well, and it should not be expanded,

otherwise, the query is expanded.

 Problems: 
– Predictor definition (the higher the value, the better the query performance)

– Threshold value definition (optimum value can be found)

 Calculate the ambiguity, vagueness, or specificity of the query
– qA: “race”

– qB: “race car”, “race horse”

(qB) > (qA)

 SoA: Cronen-Townsend et al. 2002, He & Ounis 2004, Diaz & Jones 2004, Mothe & 
Tanguy 2005, Jensen et al. 2005, Amati et al. 2004, Zhou & Croft 2006, Zhou & Croft 
2007, Carmel et al. 2006



 

 Clarity: distance (relative entropy) between query and collection 

language models

 Example:

Query performance predictors in IR
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Performance prediction in IR: rank fusion

 Application to rank fusion

• Return a single aggregated retrieval result set from different input rankings 

(p.e., metasearch, distributed search, etc.) (Fox & Shaw 1993)

 In this area, performance prediction is used for weighting each 

source to be combined (according to their estimated performance)

 SoA: Yom-Tov et al. 2005, Aslam & Pavlu 2007, Castells et al. 2005, 

Diaz 2007

 Example:

• “flu”   0.8 * PubMed + 0.2 * MathSciNet

• “integral”  0.2 * PubMed + 0.8 * MathSciNet



 

Context: recommender systems

 In this work: application to recommender systems

how is predicted the value of rjk?

objects

i1 ik im

u1 r11 r1k r1m

uj rj1 ? rjm

un rn1 rnk rnm

users



 

Context: recommender systems

 Collaborative filtering (CF) based on users

items

i1 ik im

u1 r11 r1k r1m

uj rj1 ? rjm

un rn1 rnk rnm

users



 

Context: recommender systems

 Collaborative filtering (CF) based on items

items

i1 ik im

u1 r11 r1k r1m

uj rj1 ? rjm

un rn1 rnk rnm

users



 

Context: recommender systems

 Content-based recommendation (CB)

items

i1 ik im

u1 r11 r1k r1m

uj rj1 ? rjm

un rn1 rnk rnm

users



 

Context: recommender systems

 CF and CB both have disadvantages:

 An alternative to these problems are hybrid strategies:

• Cascade

• Weighting (linear combination or voting schemes)

Problem Description CF CB 

Grey sheep 
A user with different taste with respect to the rest of the 

community 

  

Sparsity The number of available ratings is small   

New item 
Recommender items must be rated by a high number of 

users 

  

New user 
Each user has to rate enough items in order to infer her 

preferences 

  

Content analysis 
Recommended items must have available data about 

their properties 

  

Specialisation Recommended items are very similar   

 



 

Aggregation operations in RS

 Producing recommendations in CF

 Hybrid recommendation

 Aggregation operation in personalized IR

 Research question:

Is it feasible to apply prediction performance to these problems?

How?
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Formal framework

 Utility Theory: we formulate the IR problem as

find g :     , such as d1 q d2  g(d1, q)  g(d2, q)

 IR systems are built as a high-level composition, where each 
subcomponent implements different criteria or strategies:

= g(d, q) =  (g1(d, q), …, gn(d, q))

 Linear combination is a fairly general aggregation function in RI:

 (s1, …, sn) = 1 s1 + ··· + n sn

 Examples:

• Rating prediction in CF

• Hybrid recommendation

• Personalised search (linear combination between ad hoc retrieval and 
personalised scores) :   scoreq (d) + (1 - )  scorep (d)

• Rank fusion: score(d)=  score (d) (CombSUM)

g

s



 

Formal framework

 This combination can be improved by using the best possible 
weighting parameters, i.e.:

•  represents a quality measure of the decision encoded by 

 Coefficient j determines the dominance that each gj shall have in 
the aggregated decision 

 In this way, we can gain performance of g favouring the influence of 
the gj that supply a better quality output in each situation

 We need to “predict” the performance of each component:
• Function (or predictor) j (d, q, )

 Thus: j = (j (d, q, ))

• Simplification: (x) = x

  * argmax
n

g


 




g

g



 

Hypotheses

1. A linear combination is a good and general function to build 

composite IR systems

2. A suitable dynamic assignment of combination weights enables an 

improved performance in a combined retrieval system

3. Performance predictors from the IR field can be adapted to RS and 

result in effective predictors

4. The effectiveness of performance predictors can be assessed by 

their correlation to suitable performance metrics

5. The performance of an IR system, or component, is monotonically 

decreasing with the amount of uncertainty involved in the retrieval 

problem at hand



 

Dynamic fusion in Recommender Systems

 In this case:  =  y  = (,r), i.e., the retrieval space is the set of 

all possible items that can be recommended, the input space is the 
set of all users and r :  with     , provides a set of user 

ratings for items (which indicates how a particular user liked a 

particular item)

 Sometimes the recommender wants to find the best item (top 1):

g :   

 u  , i*
u = arg maxi g (u, i)

 The utility of an item is equated to a rating (actual or predicted by 

the system)



 

Performance predictors for Recommender Systems

 Based on clarity

• User- vs. item-based

• Using users (UUC, UIC) or items (IUC, IIC)

 Based on Information Theory

• User (UIG) and item (IIG) information gain

 Heuristic

• Count frequencies (inspired by IR‟s IDF):

– User (IUF) and item (IIF) inverse frequency

– User‟s (IURF) and item‟s (IIRF) rating inverse frequency

– User‟s (UF) and item‟s (IF) features frequency



 

Neighbour weighting in Collaborative Filtering

 Formalisation:
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Neighbour weighting in Collaborative Filtering

 Predictors used:

• Item-based user clarity (IUC): 

• User-based user clarity (UUC): 

   
 

 

 
 

   

 

2

|
γ γ ( ) IUC | log

,
| 1

5

1

j j j

i I c

c

c

p i u
v u p i u

p i

rat u i
p i u p i

p i
I

 



  

  





   
 

 

     

 
 

   

 

2

: ( , ) 0

|
γ γ ( ) UUC | log

| | |

,
| 1

5

1

j j j

v U c

i rat u i

c

c

p v u
v u p v u

p v

p v u p v i p i u

rat v i
p v i p v

p v
U

 





  



  









 

 Results:

• Evaluation metric: MAE (mean average error)

• Performance comparison for different rating density:

Neighbour weighting in Collaborative Filtering
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Neighbour weighting in Collaborative Filtering

 Results (cont.):

• Performance comparison for different neighbourhood sizes (size of N[u])



 

Neighbour weighting in Collaborative Filtering

 Results (cont.):

• Correlation analysis with respect to a new metric: Neighbour Goodness

• Pearson‟s correlation statistical significant at a level of 5%

Performance  

predictor 

% of ratings 

10 20 30 40 50 60 70 80 90 

UUC -0.23 0.21 0.26 0.22 0.21 0.20 0.19 0.18 0.15 

IUC -0.24 0.17 0.19 0.15 0.14 0.13 0.13 0.13 0.09 

 

         neighbour _goodness MAE , MAE ,u u u u    



 

Weighted hybrid recommendation

 Formalisation:
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Weighted hybrid recommendation

 Predictors used:

• Content-based component (CB)

– Item features (IF): 

– Item information gain (IIG): 

– Item-based user clarity (IUC): 

• Collaborative component (CF)

– Item-based item clarity (IIC): 

– User-based user clarity (UUC): 

 We also consider the static baseline as a predictor.

– Static baseline, with parameter  : 

     γ γ IF TF-IDF ,CB CB k k
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Weighted hybrid recommendation

 Results



 

Weighted hybrid recommendation

 MAE is not discriminative enough (in 

this context)

 New measure: it reflects how better the 

hybrid combination weights are chosen 

by dynamic hybrid recommenders 

compared to static ones
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Weighted hybrid recommendation

 Correlation analysis with respect to average error (for user / item)

• Correlation with respect to CF

• Correlation with respect to CB

 Clarity-based predictors: positive correlation both for CB and CF

 IIG and IF are negatively correlated, although not very significative

Predictor 

de eficacia 

% de ratings 

10 20 30 40 50 60 70 80 90 

UUC -0.44 0.07 0.19 0.20 0.18 0.17 0.17 0.16 0.12 

IIC 0.21 0.34 0.31 0.27 0.24 0.21 0.18 0.16 0.13 

 

Predictor 

de eficacia 

% de ratings 

10 20 30 40 50 60 70 80 90 

IIG -0.09 -0.07 -0.08 -0.08 -0.10 -0.10 -0.11 -0.10 -0.10 

IUC 0.17 0.18 0.16 0.15 0.14 0.14 0.12 0.10 0.09 

IF 0.06 0.00 N/A N/A -0.07 -0.07 -0.01 -0.03 0.08 

 



 

Conclusions

 Contributions of the work:

• A formal framework for the introduction of performance predictors in 

recommender systems

• Adaptation of query clarity techniques to recommender systems

• Definition of new performance predictors for recommender systems based on 

Information Theory

• Application to two problems:

– Neighbour weighting in Collaborative Filtering

– Hybrid weighting

• Experimental validation of the proposed methods:

– Performance analysis of combined systems where predictors are introduced for 

dynamic weighting of subcomponents

– Analysis of correlation between the predictors and performance metrics

• Two new performance measures are proposed: NG y 



 

Conclusions

 Future work:

• Improvement of predictors and definition of new ones (based on JSD or WIG)

• Comprehensive analysis of predictors (defining different )

• Creation of specific datasets

• Large scale experiments

• Research of performance measures (properties, behaviour)

• Extension of formal framework

• Extension to new areas: personalised search, context-based retrieval, 

metasearch, distributed search



 

Thank you
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