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Abstract
Simulation is widely used in recommender systems research to
study algorithm behavior and its impact on users. A common strat-
egy involves adopting a universal choice model to represent users,
assuming all follow the same consumption patterns. This one-size-
fits-all approach overlooks the diversity in user preferences and
decision-making patterns. In this work, we scrutinize whether this
universal view fails to account for unique user behavior, thus harm-
ing realism and reliability of simulation outcomes. We conduct
multiple simulations with various recommendation algorithms and
choice models in the movie domain, comparing outcomes to users’
organic consumption patterns. Further, we evaluate whether a holis-
tic model that captures users’ differences in behavior would better
reflect a wide user base. Our findings highlight the limitations of
using a naive, universal choice model and emphasize the need for
more nuanced, user-specific approaches to make contributions from
simulation studies more reflective of real-world effects.
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1 Introduction
The use of simulations to, among other purposes, study the behav-
ior of Recommendation Algorithms (RAs) over multiple iterations
has gained popularity among Recommender System (RS) research
[14]. Simulations enable in-depth analyses of recommendations,
revealing changes in the characteristics of recommended items that
may only become apparent after repeated interactions [9, 13, 48].
With this approach, RS research aims for more realistic perspectives
on real-world RA effects (e.g., amplification of popularity bias [37]
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and gender bias [21], homogenization [10], and decreased diversity
[30]) and long-term consequences for users of RS [16, 18, 29, 49].

RS simulation frameworks rely on assumptions about user be-
havior, expressed through choice models that govern how users
select and consume recommended items, for example, based on a
ranked probability, where items ranked higher are more likely to
be consumed [e.g., 19, 24, 34, 48]. The selection of a choice model
considerably affects what is simulated to be consumed by the user
[19, 24, 26]; it directly shapes the conclusions drawn from the sim-
ulations as different choice models may lead to simulated choices
that reflect users’ actual preferences to varying degrees [10, 37, 49].

Realistic choice models are crucial for simulations to capture
real-life impacts [9]. Yet, usual choice models tend to simplify user-
recommendation interactions [13, 25] and studies rarely validate
them against actual consumption patterns, e.g., those captured in
RS datasets. This risks that findings based on ‘wrong’ choice models
may be less reflective of real RS scenarios [10, 26]. This concern is
exacerbated by the typical adoption of a universal choice model, one
that applies to all users across all iterations [e.g., 18, 21, 30, 34]. This
one-size-fits-all assumption to modeling users neglects heteroge-
neous behavior [9], including varying preferences, decision-making
patterns, and engagement [5, 32]. While simulations under this as-
sumption reveal overall trends, we argue that they may lead to
less realistic outcomes and obscure the disproportionate impact of
effects like algorithmic biases on some users [37].

We address this research question (RQ): To what extent does ap-
plying universal choice models in recommender system simulation
capture the behavioral nuances of the entire user base? We seek to un-
cover if a universal model fails to capture the complexities of a wide
RS user base, directly addressing the concern that common simplifi-
cations result in misaligned depictions of real-world dynamics. For
this, we conduct a simulation study applying a simulation pipeline
to various combinations of RAs and universal choice models in the
movie domain. Instead of merely assessing whether simulated items
are relevant to users or have certain desirable properties such as di-
versity or utility [10, 30], we evaluate misalignments between users’
simulated choices and natural consumption patterns over an ex-
tended period for each individual. This allows us to gauge whether
certain choice models reliably capture some users while failing to
reflect others. Further, we analyze whether a holistic choice model,
one that considers a unique choice model for each user, would
better capture the needs of a wide user base.

Findings spotlight the limitations of using the same choice model,
as simulated behavior markedly deviates from organic patterns.
Even the seemingly best model fails to properly capture the needs
of a non-negligible number of users. Instead, a holistic choice model
improves alignment between simulated and organic consumption
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patterns, highlighting the importance of capturing individual dif-
ferences in simulation frameworks to achieve ecological validity of
study outcomes and implications. Public repository for reproducibil-
ity: https://github.com/rUngruh/user_centered_choice_models.

2 Experimental Framework
Here, we discuss the experimental framework for our simulation
study focused on choice models. (For analyses with additional met-
rics showing similar trends, see our repository.)

Figure 1: Simulation pipeline for each user 𝑢.

Simulation Pipeline. We iteratively simulate the recommenda-
tion and choice selection process for various combinations of RAs
𝑟 and choice models 𝑐𝑚. Each iteration 𝑙 represents a timeframe of
𝑑 days between two timestamps 𝑡𝑙−1 and 𝑡𝑙 .

The simulation pipeline (Fig. 1) for a given 𝑟–𝑐𝑚 pair and a given
dataset 𝐷 consisting of user-item interactions for a set of users 𝑈
follows established simulation setups [10, 36, 37, 44]:

(i) Initialize the user profiles (𝑃𝑢,0) for each user 𝑢 ∈ 𝑈 with the
list of rated items up to 𝑡0. Set 𝑙 = 1.

(ii) Create a rating matrix𝑀𝑙−1 based on 𝑃𝑢,𝑙−1 of all 𝑢 ∈ 𝑈 .
(iii) Train 𝑟 using𝑀𝑙−1 and create recommendations (𝑅𝑢,𝑙 (𝑟 )).
(iv) Simulate choices 𝐶𝑢,𝑙 (𝑟, 𝑐𝑚) using 𝑐𝑚.
(v) Update the simulated user profiles (𝑃𝑙 = 𝑃𝑢,𝑙−1 ∪𝐶𝑢,𝑙 ).
(vi) Repeat step 2–5 with 𝑙 ← 𝑙 + 1.
To compare the simulated choices with organic interaction pat-

terns, we gather users’ organic interactions for each timeframe: We
extract organic choices 𝐶𝑢,𝑙 from 𝐷 for each iteration 𝑙 (all items 𝑢
consumed between two timestamps 𝑡𝑙−1 and 𝑡𝑙 in the dataset) and
update the organic profile 𝑃𝑢,𝑙 (𝑟, 𝑐𝑚) accordingly.

Dataset. We use ML-20m [23] due to its sequential structure
[33]. We only consider ratings of movies with annotated genres.
Each item is represented by a vector of genre weights; genres be-
longing to the item have a uniform weight distribution, others 0.
We binarize ratings treating those higher than 3 as positive signals.

For our exploration, we consider user-item interactions from
2008 to 2010 as this 3-year window has the highest number of users
who provided ratings throughout each year (2,461 users, 13,814
movies, 360,157 ratings). We set the start of the simulation 𝑡0 =

January 1st, 2009, resulting in one year for training and two for
the simulation with 2.09 ratings on average per user per 30-day

period after 𝑡0. We set 𝑑 = 30 days so that each simulation iteration
represents a user receiving recommendations and consuming items
every 30 days. Thus, 24 iterations capture the considered period.

RAs and Choice Models. We probe different RAs: Random and
MostPop as non-personalized baselines; EASEr [43] since it com-
monly performs well across datasets [3]; RP3𝛽 [39] due to its high
performance compared to popular RAs while being fast [3, 17]—a
valuable property since training for multiple iterations is necessary;
and ItemKNN [40] as a commonly used and fast baseline [3]. For
deployment, we use the Elliot recommendation framework [4].

For universal choice models, we turn to prominent examples in
recent RS simulation studies. Those include:
• accept𝑐 : Chooses the top 𝑐 recommendations [19, 21, 26, 44].

We set 𝑐 = 2 to ensure a similar number of choices per iteration
as observed in the organic behavior.

• random𝑐 : Randomly selects 𝑐 items [19, 30, 44]. We set 𝑐 = 2.
• ranked𝛼 : Selects items based on ranked probabilities [10, 34,

37], where the probability of selecting an item 𝑖 from 𝑅𝑢,𝑙 (𝑟 ) is
𝑝𝑟𝑜𝑏 (𝑖 |𝑅𝑢,𝑙 (𝑟 )) = 𝑒−𝛼∗𝑟𝑎𝑛𝑘𝑡 . This approach mimics the position
bias [11, 31], 𝛼 ∈ [0.6, 0.8, 1.0, 1.2, 1.4].

• rankDCG𝛼 : Picks items with ranked probabilities in line with
DCG scores: 𝑝𝑟𝑜𝑏 (𝑖 |𝑅𝑢,𝑙 (𝑟 ) ) = 𝛼 1

𝑙𝑜𝑔2 (𝑟𝑎𝑛𝑘𝑖+1)
, 𝛼 ∈ [0.1, 0.2, 0.3, 0.5, 0.75].

• popularity𝑐 : Picks the 𝑐 most popular items from the recom-
mendations, with popularity determined by the frequency items
were consumed up to timestamp 𝑡0 across all users [44] (𝑐 = 2).

• RandomBrowsing: As a variation to the browsing model from
[27], this model selects the first item at random and iteratively
picks additional items, with a logarithmically decreasing proba-
bility. Upon encountering a liked item—determined from organic
interactions after 𝑡0—the probability resets. Consecutive non-
liked selections reduce the likelihood of continued exploration.
Metrics. To juxtapose simulated and organic choices using:

• Choice Alignment 𝐶𝐴𝑢 (𝑟, 𝑐𝑚): Determines the degree to which
simulated and natural item consumption overlap, based on the
proportion of the 24 iterations in which at least one item in
𝐶𝑢,𝑙 (𝑟, 𝑐𝑚) can be found in𝐶𝑢,𝑙 for the same iteration.𝐶𝐴𝑢 (𝑟, 𝑐𝑚)
emulates the𝐻𝐼𝑇 metric, which detects whether at least one true
positive is predicted [45]—a facet that we probe at each iteration.

• Preference Alignment 𝑃𝐴𝑢 (𝑟, 𝑐𝑚): Measures the degree to which
preferences captured in 𝑃𝑢,24 (𝑟, 𝑐𝑚) (resulting from the simula-
tion across all 24 iterations) align with those in 𝑃𝑢,24 (constructed
from organic consumption).We treat preferences as the genre dis-
tribution of items in a profile, i.e., the average genre vector for all
items in the profile. Alignment between two vectors is measured
as the complement of the Jensen-Shannon Divergence (JSD) [35];
higher values correspond to better alignment [cf. 47]. This metric
resembles calibration, reflecting how closely genres of simulated
consumption match those of actual consumption [34, 42].
Setup.We use the last month before 𝑡0 as a validation set and

conduct hyperparameter tuning for each 𝑟 using Tree Parzen Es-
timator [8] for 20 iterations, utilizing parameter ranges as in [3].
Selecting the best parameters, we train each 𝑟 using the entire data
before 𝑡0 and run the simulation pipeline for each 𝑟–𝑐𝑚 pair. For
each iteration, 𝑟 is trained with the latest user profile, and𝑘 = 10 rec-
ommendations are created. In line with related studies [10, 44, 48],
previously consumed items are not recommended.

https://github.com/rUngruh/user_centered_choice_models
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3 Results & Discussion
Here, we present the results of our simulation study.

Monolithic Choice Models. To assess whether a universal choice
model can reflect organic consumption patterns, we evaluate the
alignment of simulated choices with real user consumption. Specif-
ically, we report average 𝐶𝐴𝑢 (𝑟, 𝑐𝑚) and 𝑃𝐴𝑢 (𝑟, 𝑐𝑚) scores across
all 𝑢 ∈ 𝑈 for a given 𝑟–𝑐𝑚 pair. The results in Table 1 show that
there are choice models that lead to choices that significantly more
closely align with organic consumption than others for a given
RA (paired t-tests; 𝑝 < .05). In terms of 𝐶𝐴𝑢 (𝑟, 𝑐𝑚), rankDCG0.75
aligns more closely with natural consumption than any other choice
model for 3 out of 5 RAs. 𝐶𝐴𝑢 (𝑟, 𝑐𝑚) scores are overall quite low,
which we attribute to the low chance of having a matching item
in 𝐶𝑢,𝑙 (𝑟, 𝑐𝑚) and 𝐶𝑢,𝑙 at the same iteration, as both often only
include ∼ 2 items (out of an item corpus of 13,814 items). Based on
𝑃𝐴𝑢 (𝑟, 𝑐𝑚), ranked1.4 emerges as the best model across RAs.

Our results show that regardless of the RA, different choice mod-
els lead to different outcomes. This aligns with previous findings
[24, 26], which highlight the influence of choice models on the char-
acteristics of simulated choices. However, our analysis goes further
by demonstrating that the specific choice model not only shapes
simulated interactions but also directly impacts how well those
simulated choices align with actual user consumption patterns.

These results reflect average effects, i.e., the impact of a choice
model on the overall user base; potentially overlooking individ-
uals. To examine whether outcomes for some users are not well
represented by these trends, we analyze the alignment of universal
choice models with individual user behavior. Specifically, we report
the proportion of users for whom a given choice model provides the
best or worst alignment with organic consumption, as measured
by 𝑃𝐴𝑢 (𝑟, 𝑐𝑚) for each RA. The results in Table 2 indicate that,
regardless of the RA, ranked1.4 most frequently provides the best
alignment (also noted in Table 1); rankDCG0.75 aligns most often
the least. Although these choice models stand out, their dominance
does not overshadow others: ranked1.4 is the best-fitting model

Table 1: Average 𝐶𝐴𝑢 (𝑟, 𝑐𝑚)/𝑃𝐴𝑢 (𝑟, 𝑐𝑚) across all 𝑢 ∈ 𝑈 . For
each 𝑟 , the best universal 𝑐𝑚 is bolded if scores are signifi-
cantly higher than any other 𝑐𝑚 (paired t-test, 𝑝 < .05). The
mosaic model’s values are reported and bolded if the metric
scores differ significantly from any universal 𝑐𝑚.

Random MostPop ItemKNN RP3𝛽 EASEr

accept2 0.001/0.840 0.028/0.853 0.025/0.852 0.029/0.859 0.027/0.858
random2 0.001/0.840 0.026/0.849 0.027/0.850 0.027/0.858 0.028/0.852
popularity2 0.004/0.853 0.028/0.846 0.025/0.845 0.028/0.847 0.029/0.846
randomBrowsing 0.001/0.838 0.027/0.846 0.024/0.849 0.028/0.856 0.029/0.852
rankDCG0.1 0.001/0.862 0.020/0.868 0.019/0.870 0.020/0.873 0.022/0.872
rankDCG0.2 0.001/0.854 0.020/0.862 0.022/0.864 0.026/0.870 0.025/0.865
rankDCG0.3 0.001/0.848 0.023/0.858 0.023/0.857 0.026/0.863 0.027/0.858
rankDCG0.5 0.002/0.838 0.032/0.844 0.029/0.848 0.034/0.855 0.033/0.851
rankDCG0.75 0.002/0.829 0.037/0.830 0.034/0.842 0.038/0.852 0.042/0.843
ranked0.6 0.001/0.849 0.022/0.861 0.023/0.859 0.024/0.866 0.025/0.861
ranked0.8 0.001/0.855 0.022/0.862 0.020/0.866 0.021/0.870 0.024/0.865
ranked1.0 0.001/0.858 0.022/0.861 0.021/0.869 0.022/0.871 0.025/0.868
ranked1.2 0.002/0.862 0.018/0.866 0.021/0.870 0.019/0.872 0.023/0.871
ranked1.4 0.001/0.864 0.023/0.868 0.016/0.871 0.024/0.873 0.021/0.873
mosaic 0.001/0.863 0.027/0.870 — 0.021/0.878 0.026/0.875

Table 2: Proportion (%) of users for whom each choice model
provides the best/worst alignment according to 𝑃𝐴𝑢 (𝑟, 𝑐𝑚) per
RA. The most frequently best model for each RA is bolded.

Random MostPop ItemKNN RP3𝛽 EASEr
accept2 2.6/7.8 5.1/0.8 3.2/1.5 3.5/3.5 10.3/6.6
popularity2 9.5/3.4 0.8/2.8 5.1/22.8 2.9/30.6 2.2/17.3
random2 2.6/8.0 2.8/1.1 2.2/4.1 4.3/2.6 2.0/3.7
randomBrowsing 2.9/9.0 2.3/2.3 2.6/3.7 1.8/6.0 2.5/5.7
rankDCG0.1 14.1/3.5 22.8/4.6 17.1/4.6 19.5/4.9 19.1/4.5
rankDCG0.2 6.6/2.6 5.7/0.9 4.9/1.3 5.6/1.0 4.6/1.3
rankDCG0.3 3.7/3.5 4.4/0.6 2.6/1.7 2.3/0.8 3.2/2.3
rankDCG0.5 2.4/11.5 1.4/2.5 2.3/4.2 1.6/4.7 2.6/3.7
rankDCG0.75 1.9/33.2 2.6/69.7 6.0/43.3 10.5/33.2 3.9/40.9
ranked0.6 3.9/3.5 5.4/0.4 3.2/0.9 3.0/0.5 2.4/1.4
ranked0.8 6.8/2.8 4.9/2.1 4.3/0.6 5.0/0.6 3.0/1.3
ranked1.0 9.1/3.3 4.0/5.2 8.2/2.0 6.3/1.7 5.5/3.1
ranked1.2 14.5/3.5 12.5/2.8 12.6/3.6 10.8/4.1 13.0/2.9
ranked1.4 19.3/4.2 25.2/4.5 25.8/5.7 22.9/5.8 25.6/5.2

for only 25.8% of users when using ItemKNN, meaning that other
models better represent behavior for the vast majority of the users.

To intuitively showcase that choice models do not equitably
model all users, we depict in Fig. 2 𝑃𝐴𝑢 (𝑟, 𝑐𝑚) scores on a user
level for ItemKNN (chosen as a simple and personalized baseline
for context), computed for a sample of choice models that high-
lights broader effects, ranging from common approaches to those
with higher 𝑃𝐴𝑢 (𝐼𝑡𝑒𝑚𝐾𝑁𝑁, 𝑐𝑚) scores (Table 1). ranked1.4 stands
out for most users by most closely aligning with their organic
genre consumption. Still, on the right side of the graph—where
𝑃𝐴𝑢 (ItemKNN, ranked1.4) scores are lower—for a large number of
users, other choice models fare better. This suggests that the seem-
ingly ‘best’ model does not capture behavior and preferences con-
sistently for all users. Instead, several would be better represented
if other choice models were used to simulate their choice behavior.
For instance, consider accept2, one of the most common choice
models [19, 21, 26, 44]. Although it leads to less alignment for many
users in comparison to ranked1.4, Fig. 2 reveals a visibly prominent
number of users for whom this model produces better alignment.

Mosaic Choice Models. Adopting a universal choice model for
simulation leads to modeling that fails to accurately capture the
behavior of a non-negligible number of users. This calls for holistic
choice models that adapt to individual behavior. To explore if such a
model improves alignment with natural consumption, we create the
mosaic model, a holistic choice model based on insights from the
previously discussed universal choice models. This aims to assume
choice behavior that aligns ‘best’ with each user’s natural consump-
tion patterns. For this, we designate ItemKNN as the baseline RA
due to its simplicity and personalized nature. We analyze which
universal choice model resulted in the highest 𝑃𝐴𝑢 (𝐼𝑡𝑒𝑚𝐾𝑁𝑁, 𝑐𝑚)
score for each user 𝑢. mosaic simulates this choice behavior for
𝑢 at each iteration. We compare alignment scores, 𝑃𝐴𝑢 (𝑟,𝑚𝑜𝑠𝑎𝑖𝑐)
and 𝐶𝐴𝑢 (𝑟,𝑚𝑜𝑠𝑎𝑖𝑐), resulting from a RS simulation with mosaic,
with the respective scores for universal choice models for each RA
(excluding ItemKNN, as it was used as a baseline).

Average 𝑃𝐴𝑢 (𝑟, 𝑐𝑚) scores for mosaic in Table 1 are higher than
those for any other universal choice model across RAs (except
Random). Consistent with our results for universal choice models—
where models tend to excel either on 𝑃𝐴𝑢 (𝑟, 𝑐𝑚) or 𝐶𝐴𝑢 (𝑟, 𝑐𝑚),
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Figure 2: 𝑃𝐴𝑢 (𝐼𝑡𝑒𝑚𝐾𝑁𝑁, 𝑐𝑚) for users 𝑢 ∈ 𝑈 and different 𝑐𝑚.

but not both—𝐶𝐴𝑢 (𝑟, 𝑐𝑚) scores for mosaic remain comparable to
those of universal models. These results reveal the limits of univer-
sal choice models in capturing individual consumption behaviors
and show the potential of holistic modeling. By selecting the best-
fitting choice behavior per user, mosaic achieves closer alignment
with natural consumption patterns than any universal model.

Informed by reported outcomes to address our RQ, we conclude
that a universal choice model cannot capture the full diversity of
the user base; a holistic model, such as our mosaic, leads to choices
that more closely resemble those of a non-homogeneous user base.

Implications. To conduct simulations of realistic user interactions
with RS—and, consequently, to derive more meaningful insights—it
is key to utilize choice models that accurately reflect the complexity
and heterogeneity of real-world users. Our findings demonstrate
that accounting for differences between users is essential. Even
a naive modeling approach—mosaic—to creating holistic models
based on simple choice models leads to better alignments than using
the same model for all users. This underscores the need to further
explore holistic choice models grounded in realistic user insights
to improve alignment with users’ organic consumption patterns
further. Connecting analytics of past consumption patterns (i.e.,
training sets) with a nuanced understanding of behavioral patterns
can enable simulation studies to reflect user–RS interactions closely.

Constructing a choice model that captures diverse and realis-
tic consumption behaviors is challenging. We examined different
measures of alignment, revealing that choice models vary in their
ability to model user behavior. Even for universal choice models,
the degree of alignment depends on the metric used; improving one
measure may come at the expense of another. Thus, before attempt-
ing to enhance realism in a simulation study, the aspect of user
behavior intended to be realistically simulated must be defined. To
inform choice models, Chaney [9] suggests using standard choice
models such as those utilized in economics and marketing [41]; we,
instead, argue for the need to create choice models grounded on
actual users, e.g., generated by data-driven approaches [25, 29] or
based on psychological insights [2, 28].

Simulations are a powerful tool for assessing the long-term im-
pact of RS, especially in data-limited settings or when real user ac-
cess is limited [29]. As many studies focus on user impact [6, 16, 37],
we argue that accounting for individual differences leads to more
robust insights. Certain groups of users already face unequal treat-
ment by RS [1, 15, 22, 38, 46]. Simulations have the potential to

highlight these disparities [20, 37]; however, overlooking user di-
versity risks reinforcing inequalities rather than addressing them.

Limitations & Future Work. Our experimental setup follows stan-
dard practices. While we explicitly address the limitations of a ‘gen-
eral’ view instead of a user-centered one, some broader limitations
of RS simulation studies remain. The focus on the consumption of
recommendations enables us to directly investigate the impact of
choice models, but it overlooks naturally consumed items [9]. Fur-
ther, utilized metrics capture different aspects of alignment and are
affected in varying degrees by different choice models, highlighting
their quality in detecting differences between users. However, they
are influenced by profile sizes and the number of choices per itera-
tion. For example, smaller initial profiles are more easily affected
by new items in later iterations, leading to greater deviations. Ad-
ditionally, the number of items picked by a choice model affects
how much change can be captured. Furthermore, given the limited
scope of this exploration, we focused on long-term effects and gen-
eral developments across all simulated iterations. Further analysis
requires more detailed explorations of changes in user behavior
between iterations, as well as explorations of different datasets.

4 Conclusion
We compare alignment between RS simulations and actual behavior,
probing how universal choice models capture organic consumption
patterns. By analyzing individual users rather than overall trends,
we reveal nuanced differences that may affect the realism of simu-
lation outcomes and generalizability across users. As simulations
in RS research become increasingly prominent, our work makes an
argument for the development of realistic choice models, follow-
ing efforts from studies of consumer behavior in market research
aiming to move beyond “standard models” based on behavioral
decision theories [12], but instead acknowledge the complexities
of human psychology [7]. Our results show that in RS simulations,
universal choice models do not reflect the intricacies of a diverse
user base either, underscoring the need for holistic choice models
that piece together user preferences like a mosaic of individual
behaviors rather than forcing them into a monolithic mold.
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