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Abstract

Designing search and recommendation models that are both effi-
cient and effective has long been a central objective for both indus-
try professionals and academic researchers. Yet, growing evidence
highlights how models trained on historical data can reinforce
pre-existing biases, potentially leading to harmful outcomes. Ad-
dressing these challenges by defining, evaluating, and mitigating
bias across development workflows is a crucial step toward the
responsible deployment of search and recommendation models in
practice. The BIAS 2025 workshop seeks to gather innovative re-
search and foster a shared space for dialogue among researchers and
practitioners committed to advancing this fundamental direction.
Workshop website: https://biasinrecsys.github.io/sigir2025/.

CCS Concepts

« Information systems — Information retrieval; - Social and
professional topics — User characteristics.
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1 Scope and Relevance

Search and recommendation models play a central role in provid-
ing users with suggestions tailored to their preferences and needs.
Despite the specificity that distinguishes these two types of model,
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both fundamentally rely on patterns extracted from historical data,
often inheriting and embedding flawed assumptions — referred to
as biases — that manifest as imbalances and inequalities.

In practice, the search and recommendation models trained on
such biased data frequently reinforce these distortions, i.e., perpet-
uating biases within the patterns they learn [6]. When such biases
target individuals or groups based on protected characteristics such
as gender and religion, the effects can be severe, leading to inequal-
ities and forms of discrimination and unfair treatment [8, 14].

Addressing these challenges is critical, particularly in real-world
deployments, where it becomes essential, as examples, to mitigate
the impact of popularity bias in order to improve perceived result
quality [12, 13, 15], to ensure fairness for both consumers and
providers in rankings [4, 5, 10, 11], and to improve transparency
regarding the origins of biased outcomes [1-3, 7, 9]. Ultimately, the
ability to measure, characterize, and mitigate bias, while maintaining
high levels of effectiveness, remains a major open challenge.

Given the rapid evolution of search and recommendation models,
the BIAS 2025 workshop offers a timely platform for discussing the
latest research on bias in these models. Building on the success of
five previous editions held at ECIR (2020-2023, which contributed to
the creation of the independent track "IR for Good" at ECIR 2024 and
2025) and ACM SIGIR (2024), our workshop aims to foster a vibrant
dialogue. The workshop will focus on raising awareness around
bias in information retrieval, exploring the various dimensions
affected by bias, encouraging contributions that tackle these chal-
lenges, gaining insights into recent advancements and outstanding
issues, familiarizing the community with emerging practices, and
identifying gaps in both academic research and industry practice.

2 Organization and Outcomes

The workshop welcomes participants who are interested in ex-
amining and addressing the effects of biases within search and
recommendation models. It brings together a diverse audience, in-
cluding researchers from the fields of information retrieval, data
mining, and machine learning, as well as practitioners from both aca-
demic institutions and industry sectors. Recognizing that bias spans
multiple dimensions beyond models alone, the workshop explicitly
invites contributions from a broad interdisciplinary community.
Submissions to the workshop include full research papers, repro-
ducibility studies, short papers, and position papers. Contributions
focus primarily, though not exclusively, on several critical areas:
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dataset collection and preparation, such as investigating the interac-
tion between bias, data imbalance, and rare classes, or designing
pipelines that promote less biased datasets; countermeasure devel-
opment, including frameworks for bias assessment, exploratory
studies identifying new forms of bias, explainability techniques,
and novel sampling strategies; evaluation protocols and metrics, in-
volving the creation of objective measures for fairness and bias
auditing or the establishment of bias-aware evaluation practices;
and case study analyses, highlighting practical applications across
domains such as e-commerce, education, and healthcare.

The submitted papers undergo a rigorous peer-review process, in
which at least three program committee members assess each submis-
sion. The review considers multiple factors, including the relevance
to the workshop’s theme, the originality and significance of the
work, technical soundness, clarity and quality of presentation, the
adequacy of references, and attention to reproducibility. The pro-
gram committee draws on a wide range of expertise, encompassing
academia, applied research, and industry, to ensure comprehensive
and balanced evaluations. The accepted contributions are published
in the Springer’s Communications in Computer and Information
Science (CCIS) series, as a post-workshop volume.

The workshop is organized into thematic sessions. Contributions
are grouped into clusters of three or four papers based on common
topics or application domains. Each session features spot presenta-
tions, followed by a structured discussion to reflect on the presented
work. These sessions are complemented by two keynote talks: an
academic keynote talk, given by Shlomo Berkovsky (Macquarie Uni-
versity, Australia), offering a research perspective on the challenges
of bias in search and recommendation, and a regulatory keynote
talk given by Erasmo Purificato (European Centre for Algorithmic
Transparency, Joint Research Centre, European Commission, Italy),
exploring real-world implications and opportunities.

Beyond paper presentations, the workshop emphasizes interac-
tion and collaboration opportunities where authors, participants,
and invited experts exchange ideas and critically reflect on the work-
shop’s central themes. Moderated by the organizers, the discussion
encourages cross-disciplinary dialogue and the blending of diverse
viewpoints. This is followed by a problem-solving session, where
participants work together on practical challenges that arise from
earlier discussions. This activity fosters creativity, engagement, and
the development of new solutions. Finally, the workshop concludes
with closing remarks, providing a reflection on key outcomes.
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