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Abstract

Recommender systems are software mechanisms whose usage is to offer
suggestions for different types of entities like products, services, or con-
tacts that could be useful or interesting for a specific user. Other ways
have been explored in the field to enhance the power of these systems by
integrating the context as an additional attribute. This inclusion tries to
extract the user preferences more accurately taking into account multiple
components such as temporal, spatial, or social ones. Notwithstanding
the magnitude of context-awareness in this area, the research commu-
nity is in agreement with the lack of framework for context information
and how to integrate it into recommender systems. Under this premise,
this paper focuses on a comprehensive systematic literature review of
the state-of-the-art recommendation techniques and their characteristics
to benefit from contextual information. The following survey presents
the following contributions as outcomes of our study: i) determine a
framework where multiple aspects are taken into account to have a clear
definition of context representation, ii) the techniques used to incorporate
context, and iii) the evaluation of these methods in terms of reproducibil-
ity and effectiveness. Our review also covers some crucial topics about
context integration, classification of the contexts, application domains,
and evaluation of the used datasets, metrics, and code implementa-
tions, where we observed clear shiftings in algorithmic and evaluation
trends towards Neural Network approaches and ranking metrics, respec-
tively. Just as importantly, future research opportunities and directions
are exposed as final closure, standing out the exploitation of various
data sources and the scalability and customization of existing solutions.
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1 Introduction

Recommender systems (RS) present information to users about a series of items
based on their preferences, and try to predict which item is more appropriate to these
users. As an inherent part of this task, these systems foster the idea of suggesting
relevant items in a vast and unknown space where the user would be incapable to
explore. Therefore, to offer this open variety to users, recommender systems have
the goal of learning user selections to set relationship patterns. To establish these
connections, this information could be collected explicitly, by means of user ratings,
or implicitly through user behavior.

Recommender systems are traditionally classified according to the type of infor-
mation they use. This gives rise to two large groups: those based on Collaborative
Filtering (CF) [1] and those based on content (CB) [2]. Hybrid algorithms are also
often considered as a third type, since collaborative information is usually combined
with content to avoid the problems of each of these technologies [3]. More specifically,
CF recommender systems exploit the underlying patterns of user preferences that
are acquired from users to create personalized recommendations [1]. On the other
hand, CB recommendation systems analyze the content of items the user has liked in
the past [2]. However, recommender systems do not rely solely on such information
to generate recommendations, but can also rely on other data sources depending on
the use case.

For that matter, the concept of context came into play. Context is a multifaceted
concept that has been used across different disciplines. The most cited definition of
context in recommender systems is given by Abowd and Dey in [4], who defined it
as ‘any information that can be used to characterize the situation of an entity, where
an entity can be a person, place, physical, or computational object’, even though
this work was not specifically oriented to recommendation, but to human-computer
interaction. This additional information can be temporary, geographical, or any other
type that can help the system to be more precise in its objective, and those systems
who exploit it are called contezt-aware recommender systems (CARS).

Usually, recommender systems take into account two variables: users and items,
but as mentioned before, a new dimension can coexist, which we will call “contextual
information”. For example, information about the weather can help a tourist com-
pany to improve its recommender system. In this scenario, it has been shown that
the incorporation of this type of information makes it possible to better characterize
and profile users using more detailed data and, therefore, make better recommen-
dations. Traditional approaches, such as classic CF methods, are not suitable for
these situations, unless adapted appropriately. Indeed, another advantage of exploit-
ing contextual information is to alleviate the problem of missing information or very
sparse preferences. Moreover, users make their decisions under certain contextual
circumstances, so taking relevant contextual information into account when making
recommendations helps to obtain more accurate predictions of user preferences [5, 6].

Throughout 2000s, and in particular in 2010, some approaches were introduced,
mostly focused on rating prediction; then, formalizations of the problem and the
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first classifications of the approaches emerged. Starting with the seminal work of
Adomavicius et al. [7], that work discusses the main challenges and illustrates the
usage of this type of algorithms, focusing on travel and music domains, although
foreseeing more interactive or adaptive scenarios like conversational applications.
More recently, we find reviews specialized in particular domains, like social networks
[8], cultural heritage [9], or temporal aspects [10]. Additionally, some of these reviews
have been focused on the algorithmic part [11], the applications [12], or its challenges
and opportunities [8]. In contrast, this survey aims to present the (recent) literature in
a systematic, unbiased way, without focusing in any specific domain, while capturing
all the different dimensions of these works (context types, algorithms, evaluation,
and so on). The survey closest to ours would be the work presented in [13], where
the authors also conducted a systematic literature review, but focused mostly on
classical CB, CF, and hybrid techniques. Our review covers more aspects and, by
being more recent, it analyzes a wider range of algorithm techniques. On top of that,
a unique contribution that stems from our study is its focus on reproducibility, by
analyzing the extent of existing public repositories or open source implementations.

Despite its increasing use in the area, there is no consensus around the definition
of context or across which characteristics could be categorized upon. In this work,
we consider three representative aspects for context information: acquisition, observ-
ability, and dynamism of its context characterization, as shown in previous studies
[9, 11, 14]. The first term refers to whether the context can be previously acquired
and defined or if it is tied to user interactions; the second aspect is linked to how
explicit the context can be provided; finally, the last aspect is related to whether the
contextual values change over time. Besides that, we have also introduced a classifica-
tion in five different categories to segment the context characterization following the
schema exposed in [15]. Beyond these characteristics, we shall also categorize the liter-
ature according to the domains where the context is exploited (typically e-commerce,
tourism, multimedia, etc.) and, from an algorithmic point of view, which recom-
mendation approaches are more frequently considered when integrating contextual
information, and how this information is processed and evaluated in CARS.

We considered a total number of 90 studies, published from 2014 to 2024, to
perform this systematic literature review. To the best of our knowledge, this is the
most up-to-date review conducted in the field of context-aware recommender systems
that follows a standardized and repeatable protocol. We expect our study could
be useful to other researchers working in this area, especially for better identifying
possible approaches and future trends.

The remainder of this work is structured thus: in Sect. 2, we detail the protocol
that we followed for conducting the review. Then, we present the quantitative results
and main findings in Sect. 3, and we provide a possible interpretation of the outcomes
of the review in Sect. 4. Finally, we conclude our work with Sect. 5.

2 Methodology

We decided to perform this review according to the guidelines designed by Kitchen-
ham and Charters for Systematic Literature Reviews (SLR) in the field of Software
Engineering [16]. This method guarantees that the outcome of the review is verifiable
and repeatable by other researchers.
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In the following subsections, we present the research questions addressed in this
survey, how the works were selected, and an objective way to assess the quality of
the selected studies.

2.1 Research questions

The purpose of this systematic literature review is to identify the studies describing
context-aware recommender systems, while understanding the types of contexts being
used, the techniques employed, the experimental protocols used to validate them and
their reproducibility level, and the most promising directions for the future. For these
reasons, we defined the following research questions and address them throughout
the paper.

RQ1 What are the most relevant studies addressing context-aware RSs? (Section 3.1)
RQ2 What is the current state-of-the-art regarding context-aware recommenders? In
particular:

RQ2.1 What type of context is exploited in the literature? (Section 3.2)

RQ2.2 What are the recommendation approaches used by/in context-aware recom-
menders? (Section 3.3)

RQ2.3 Which contextual techniques and methods have been proposed for context-aware
recommendation? (Section 3.4)

RQ2.4 In which domains context-aware recommender systems are applied? (Section 3.5)

RQ3 How context-aware recommenders are evaluated in literature? More specifically:

RQ3.1 Are improvements always achieved when incorporating contextual dimensions?
In particular, which baselines are considered when CARS are evaluated?
(Section 3.6)

RQ3.2 Which metrics are considered during their evaluation? (Section 3.7)

RQ3.3 Which datasets are used for testing the algorithms? (Section 3.8)

RQ3.4 How reproducible, in principle, state-of-the-art methods are? What is the
reproducibility level of the methods evaluated in the literature? (Section 3.9)

RQ4 What are the most promising directions for future works? (Section 3.10)

2.2 Selection process

To retrieve the papers related to context-aware recommendation systems, we have
defined a combination of filters and keywords to conduct a bibliographic search of
conference proceedings and journal papers in different scientific digital libraries, in
particular, Scopus and DBLP. These sources have been selected as reference due to
the quality and relevance of their publications. We have used the following advanced
search strings, one specifically for journals and another one for conferences. The most
recent execution of these two queries took place in April 2024.

The first query corresponds to paper selection from journals:
(TITLE ( "context-aware" OR "contextual" AND
"recommendation systems"
OR "recommendation" OR "recommender system" )
OR ABS ( "context-aware" AND "recommendation systems"
OR "recommender systems" )
AND NOT TITLE ( "empirical" OR "comparison" OR "experimental"
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OR "survey" OR "evaluation" OR "comparative" ) )
AND PUBYEAR > 2013 AND PUBYEAR < 2025 AND

( LIMIT-TO ( SUBJAREA , "comp" ) ) AND

( LIMIT-TO ( LANGUAGE , "english" ) )

AND ( LIMIT-TO ( DOCTYPE , "ar" ))

The second query corresponds to paper selection from conferences, however, due
to the length of this second query (owing to the inclusion of a detailed list of specific
conferences at the end), we do not include the full query, but its main structure:
(TITLE ( "context-aware" OR "contextual" AND
"recommendation systems" OR "recommendation"

OR "recommender system" ) OR ABS ( "context-aware"

AND "recommendation systems" OR "recommender

systems" )

AND NOT TITLE ( "empirical" OR "comparison" OR "experimental"
OR "survey" OR "evaluation" OR "comparative" ) )

AND PUBYEAR > 2013 AND PUBYEAR < 2025 AND

( LIMIT-TO ( SUBJAREA , "comp" ) )

AND ( LIMIT-TO ( LANGUAGE , "english" ))

AND ( LIMIT-TO ( DOCTYPE , "cp" ))

We now show which conferences were marked to be considered in this query,
where we valued those highly ranked in international conference rankings, such as
CORE! and which, consistently, appeared in our literature review:

AAAT Conference on Artificial Intelligence (AAAT)

ACM Conference on Human Factors in Computing Systems (CHI)

ACM Conference on Information and Knowledge Management (CIKM)

ACM International Conference Proceeding Series (ICPS)

ACM Recommender Systems Conference (RecSys)

ACM SIGKDD International Conference on Knowledge Discovery and Data

Mining (SIGKDD)

Advances in Intelligent Systems and Computing Conference (AISC)

e Annual Conference of the Association for Computing Machinery Special Interest
Group in Information Retrieval (SIGIR)

e Annual Conference on Neural Information Processing Systems (NIPS)

e CEUR Workshop Proceedings

International Conference on User Modeling, Adaptation, and Personalization

(UMAP)

International Conference on Web Intelligence (WI)

International Florida Artificial Intelligence Research Society Conference (FLAIRS)

International Joint Conference on Artificial Intelligence (IJCAI)

Lecture Notes in Computer Science (LNCS)

As it can be observed, we have applied various filter criteria to select the papers
included in the study: i) publication date, papers selected between 2014 and 2024; ii)
publication type, subject area and language, where we excluded surveys, comparative
studies, workshop and symposium proceedings, computer science related, and non-
English papers; iii) in terms of relevance, we have excluded those with publication
impact indexes ranking below the second quartile; and iv) more than 10 citations in
conference papers published before than 2022.

Lhttps://portal.core.edu.au/conf-ranks/
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Fig. 1 A PRISMA flow diagram illustrating the full selection process.

After this third filter, we obtained a total of 258 articles. Last but not least, some
of the most important conferences in Recommendation Systems, as aforementioned,
have been explicitly reviewed to collect papers not indexed in the primary query,
such as those presented in workshops at these conferences.

Once the initial collection has been established, we have analyzed carefully and
thoroughly all these 258 articles and identified them according to seven criteria: i)
type of contribution: framework, method, survey, or metric; ii) recommendation tech-
niques: algorithm and its corresponding family used in the recommendation pipeline;
iii) context types and context characteristics, such as observability, acquisition,
dynamism, characterization and domain application; iv) paradigm for incorporating
context, whether it is pre-filtering, post-filtering, or contextual modeling; v) evalu-
ation: the methods and metrics used to validate the performance of the proposal;
vi) data sets (when reported): the data used to train and evaluate the solution; and,
finally, vii) the implementation (when reported): the source code used to reproduce
the experiments and results outlined in the articles.

After applying the latter filters, we have finalized with 90 curated papers for the
ultimate analysis. Figure 1 details and summarizes the full selection process.
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Table 1 The quality questions.

Code  Quality question

QQ1  Did the study clearly describe the context?

QQ2 Did the study review the related work?

QQ3  Did the study compare with other approaches?

QQ4  Did the study describe the components of the system?

QQ5  Did the study compare the results against non context-aware baselines?
QQ6  Did the study apply the solution over real scenario?

QQ7  Did the study apply the solution over multiple domains?

QQ8  Did the study include an open source implementation?

QQ9  Did the study review any future lines of work?

100 Response
= No
m— Partly
. Yes

Quality score

0
o

QQ1
QQ2
QQ3
QQ4
QQ6
QQ7
QQ8
QQ9

o
Questions

Fig. 2 Responses obtained for the quality questions.

2.3 Quality assessment

To assess the quality of our selection, we have defined a series of quality checks as
part of our review (see Table 1). In this sense, we have assigned to each question a
certain score depending on the level of completeness of the question when applied to
each selected study. Therefore, the possible outcomes, Yes, Partly, or No, have been
mapped to numerical values 1, 0.5, or 0.

For this quality assessment, we have assigned an answer for all the selected papers
included in the review. Every paper has been scored by both authors independently.
If any disagreement or doubt arose in the score, thereupon it was discussed to reach
a common resolution. As an ultimate result, we finally computed a global quality
number by averaging all the scores, either from the corresponding questions (to get
a score in a paper basis) or from the papers (to get a score per quality question, see
Figure 2).

3 Results

In this section, we present the findings of our systematic literature review regarding
context-aware recommender systems, according to the research questions introduced
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Fig. 3 This stacked barplot represents the number of included studies per year of publica-
tion.

in Section 2.1. Hence, we show and summarize the results, and define any necessary
concept needed to understand such results. Later, in Section 4, we will discuss these
results to produce conclusions that will be reported at the end of the work.

3.1 Included studies

The main purpose of RQ1 is to identify the studies related to the topic of context-
aware recommender systems to be included in this review. Following the protocol
detailed in Section 2.2, we identified a total number of 258 studies. These works have
been presented mainly in conferences and journals, as shown in Figure 3, although
few works have also been published as book chapters or workshop papers. From this
figure, we also observe that the period 2016-2019 was the most productive one?.

Moreover, we applied the quality questions described in Section 2.3 to all the
papers included in this survey. Figure 2 shows the average quality score for each
quality question. It is possible to observe that the highest score (or the question
with more positive answers) is QQ4 (Did the study describe the components of the
system?), whereas the lowest score is associated to QQ8 (Did the study include an
open source implementation?). QQ1 (Did the study clearly describe the context?) and
QQ6 (Did the study apply the solution over real scenario?) are tied with the least
number of negative responses, after QQ4.

At the same time, in Figure 4, we report the quality scores according to the
publication venue. Somewhat surprisingly, journal papers obtained the same score (in
average) with respect to conference papers; however, this is a signal that the filters
we did on conferences were focused on importance and adherence to the survey topic.

2We should note that, because of their relevance, the following 3 papers (previous to 2014) will
be mentioned throughout our discussion, although they were not included in our analysis of the
literature: [17-19].
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Fig. 4 This boxplot represents the distribution of quality scores per publication type.

3.2 Types of context

As mentioned in the introduction, we have categorized the concept of context in
CARS into three aspects: acquisition, observability, and dynamism. Additionally,
a characterization classification has been employed to further segment it into five
distinct categories. In the subsequent discussion, we will analyze these fundamental
characteristics that are clearly and inherently linked to the type of context used in
the context-aware recommender systems literature, thereby providing an answer to
RQ2.1.

3.2.1 Acquisition

The acquisition aspect can be classified into two distinct approaches: representational
and interactional. The representational approach conventionally perceives context
as being accessible through a predefined set of observable static attributes, where
all potential values are fixed and known. Consequently, these attributes remain
unchanged over time. Additionally, this approach assumes that the system explic-
itly observes contextual factors that influence user behavior. An illustrative example
of the representational view of context can be found in [20]. The authors treat con-
text as something that can be accessed or obtained. They illustrate this by including
contextual factors as additional features in a graph-based search problem to provide
recommendations for a specific user. Furthermore, the authors introduce an addi-
tional step to manage the context factors in the query, using a post-filtering strategy.
In these cases, sensors from different nature (such as physical or hardware, virtual
or software, social, and human) may capture the relevant contextual factor appli-
cable in a specific moment. For example, in [21] smart mobile sensors are used to
collect data and infer user contexts in an unsupervised way; more general approaches
were considered in [22], where sensors from the Internet of Things allow to deal with
sparse data.

On the contrary, the interactional perspective characterizes context as a relational
entity that is interconnected between activities and dynamically defined. This is
illustrated in Figure 5, where the interconnections among the three types of context
are depicted, and specially interactional and dynamic aspects work closely together.
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Fig. 5 A Sankey diagram illustrating the interrelationships among various types of context
(acquisition on the left part, observability on the right, and dynamism at the center).

In this view, contextual attributes may evolve over time, and it is not possible to
determine how many of them will emerge before an activity commences. Furthermore,
this approach acknowledges that a contextual factor may only be relevant in relation
to a particular activity. A clear example of this concept is presented in the study by
Hidasi and Tikk [23], where context is considered as an event, implying that its value
is not solely determined by the user or the item, but rather tied to the transaction
itself. As a result, context, in this case, is defined by factors such as seasonality and
sequential state, which play a significant role in shaping the transaction.

While the representational approach is typically the default accessibility state
for context, there are instances where certain factors, particularly those related to
the user’s psychological features like mood or intent, are not easily accessible to be
represented. Complicating matters further, context is sometimes revealed only after
the activity or action has been completed, rather than beforehand or independently
of its occurrence. This ambiguous nature creates a gray area, leading to an unclear
definition of this aspect, and it becomes plausible for both views to coexist harmo-
niously. To exemplify this, we discuss the work conducted by Zheng et al. [24], where
a Hierarchical Collaborative Embedding model is introduced. This model effectively
leverages both users’ implicit feedback (interactional) and contextual information
(representational) derived from the text. By incorporating these aspects, the model
jointly learns embeddings of users and items, leading to improved performance in
recommendation tasks.

Both

Representational
Interactional

Fig. 6 Context types according to acquisition.
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As depicted in Figure 6, the distribution of this aspect is as follows: the most
prevalent scenario involves a combination of the two views (Both), followed by the
Representational approach standing alone, and finally, the least represented view is
the Interactional approach.

3.2.2 Observability

Another classification of context, which extends beyond acquisition, is based on
observability, as demonstrated in the work by Adomavicius [7]. This classification
encompasses three categories: fully observable, partially observable, and unobserv-
able contexts. In the fully observable context, all contextual factors are explicitly
known, aligning closely with the representational view, as illustrated in Figure 5. In
contrast, the partially observable and unobservable contexts arise when information
is either partially available or not explicitly provided, requiring the use of latent vari-
ables for modeling. It is also worth noting, that there is a thin line between those
two states and therefore there are different levels of “partial observability” [7].

For instance, the time-aware Recommender Systems introduced in [25] fall into
the category of partially observable context. These RS models are designed to capture
the evolution of users and items over time, accounting for a partially observable
context that is expected to influence users and items and subsequently affect their
behavior. Despite having access only to users’ behaviors explicitly, the RS effectively
models the dynamics occurring due to underlying hidden context structure.

Fully observable

Partially observable

Unobservable

Fig. 7 Context types according to observability.

The majority of studies (about 44.2%), as observed in Figure 7, feature a fully
observable context, with the representational view being prevalent in both the Fully
Observable and Both scenarios. The second most common scenario is the unobserv-
able context, while the partially observable context, which is the most challenging
to handle, constitutes the least represented category.

3.2.3 Dynamism

Another taxonomy to characterize context involves the feature of dynamism. This
aspect is categorized into two groups: Static, where contextual factors and their struc-
ture remain unchanged over time, and Dynamic, where contextual factors undergo
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changes. Dynamic factors are more intricate than static ones as they involve evolving
data, which makes their evaluation challenging.

As other context types, both scenarios can coexist, especially when contextual
information is derived from a combination of both static and dynamic worlds. Based
on our literature review, shown in Figure 8, we noticed that over half of the studies
incorporate dynamic contextual information, which is likely due to the pervasive
nature of time as a crucial factor in various situations. On the other hand, the
remaining studies fall under the Static category, where factors like gender, location,
or item categories are predetermined and constant.

Both

Static

Dynamic

Fig. 8 Context types according to dynamism.

Part of the reason why time and other dynamic contextual attributes can be
analyzed is thanks to Mobile Computing and the importance of user mobility in
the field [26, 27]. Advances in those areas make easier to capture data — as already
mentioned in previous Section 3.2.1 — and to present contextualized recommendations
to users [28].

Lastly, we want to emphasize that 42.2% of the studies combine both dynamic
and static scenarios, coexisting in harmony. In the article cited as [29], a Graph
Convolution Machine is introduced. It incorporates an encoder, graph convolution
layers, and a decoder, capable of handling both static and dynamic contexts. The
model is evaluated using a book reviews dataset, where static item features include
attributes like price and brand, while each review record includes dynamic features
such as year, month, day, day of the week, and the user’s last purchase.

3.2.4 Context characterization

In this systematic literature review, we follow Villegas & Miiller’s work [15] regarding
their classification of context information. In that work, the authors classify the
context that can be used in CARS into five broad categories: individual, location,
time, activity, and relational. This characterization can be summarized as follows:

® Individual context: it corresponds to information observed from independent enti-
ties that may share unique characteristics. This category can be classified into
natural, human, artificial, or groups of entities. Human context describes user
behavior and preferences (e.g., user payment preferences). Artificial context refers
to entities resulting from human actions or technical processes (e.g., hardware and
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Individual
Spatial
Temporal
Activity
Relational

i

Fig. 9 Context types according to their characterization.

software configurations used in commerce platforms). The last subcategory, groups
of entities, refers to groups of independent subjects that share characteristics and
can relate to each other (e.g., user preferences in the user’s social network).

® Spatial context: contextual information associated with the location of the entity.
Virtual scenarios like information containing digital coordinates such as the IP
address are also contemplated. Location-aware recommender systems are, in fact,
a typical application of this type of context, including domains like tourism or
cultural heritage [30, 31].

® Time context: it corresponds to information such as time of day, current time,
week day, and season of the year. Temporal context can be classified as defined or
undefined. Defined context indicates time frames with specific start and end points.
Undefined context refers to recurring events that occur while another situation is
happening, thus not having a specific duration.

® Activity context: information related to the activities related by the entities of the
system.

® Relational context: it refers to the relationships between entities that arise from the
circumstances in which the entities are involved. Relational context can be defined
as social (i.e., interpersonal relationships such as associations or affiliations) or
functional (i.e., the use one entity makes of another).

From our examination of the studies (summarized in Figure 9), it is evident that
a majority of them focus on employing Individual and Activity context elements (4 in
isolation, 11 with Temporal context, and 14 with Relational context). These choices
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are particularly pertinent since they closely relate to the fundamental components of
the systems, such as items and users, and the preferences intentionally designated by
the users themselves. The other context types can be categorized into three groups,
with Time being the most prominent among them. This prominence is due to the
fact that context is frequently constrained within specific time periods.

3.3 Recommendation approaches

In this section, our focus will be on context-aware recommender systems and the
approaches used to address the various challenges they face. These approaches will
provide insights into answering RQ2.2. We have identified four distinct families of
approaches commonly used in the literature, as summarized in Figure 10 and broken
down by algorithm methodology in Table 2. It is important to note that a single
study may use multiple approaches. Moreover, in Figure 11 we show the evolution of
these approaches throughout the years, evidencing the recent popularity of studies
exploiting Neural networks.

Contextual Bandits

liscellaneous Collaborative Filtering and Factorization Machines

Topic Modeling and Vector Space Models

Neural Networks

Fig. 10 Percentage of studies where each type of recommendation approach was used.

3.3.1 Topic Modeling and Vector Space Models

In the domain of CARS, advanced techniques like topic modeling and vector space
models play a crucial role in enhancing the accuracy and relevance of recommen-
dations. These methodologies enable the system to extract meaningful patterns and
relationships from the vast amount of available data, thereby providing users with
more contextually relevant suggestions.

On one hand, topic modeling is a text analysis technique that aims to dis-
cover latent semantic structures within a collection of documents. By identifying
underlying topics and their associated keywords, topic modeling facilitates a deeper
understanding of the content without relying solely on explicit keyword matches. In
context-aware recommendation systems, topic modeling can be employed to uncover
the intrinsic themes within user-generated content, such as reviews, comments, or
textual interactions. One widely used topic modeling technique is Latent Dirichlet
Allocation (LDA). LDA assumes that each document is a mixture of various topics
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Fig. 11 Number of studies throughout the years when each type of recommendation
approach was used.

and that each topic is characterized by a distribution of words. For example, in [32],
they address the context-aware problem by extracting users’ interests from their digi-
tal traces with a novel unsupervised approach called Channel-Aware Latent Dirichlet
Allocation (CA-LDA), identifying topics that users frequently are more engaged with.

On the other hand, vector space models represent textual information as numer-
ical vectors in a multi-dimensional space. These models capture the semantic
relationships between words and documents, enabling efficient similarity calculations
and information retrieval. In the context of a recommendation system, vector space
models offer a way to quantify the relationships between users, items, and contextual
factors. In this sense, we have the following example from [19], where the authors pro-
pose an enhanced Vector Space Model (eVSM) framework to incorporate contextual
details, employing distributional semantics. This method creates a contextually sensi-
tive user profile by combining user preferences with a semantic vector representation
of the context, allowing for more personalized and relevant recommendations.

These methods have been recognized on 3 occasions within the overall count of
analyzed studies.

3.3.2 Collaborative Filtering and Factorization Machines

Collaborative filtering methods, like matrix factorization and nearest neighbors, are
fundamental techniques that play a pivotal role in context-aware recommendation
systems. These methodologies enable the system to leverage user-item interactions
and uncover latent patterns within the data. Classical Collaborative filtering algo-
rithms (i.e., nearest neighbors) can be categorized into two types: user-based and
item-based. The user-based collaborative filtering algorithm suggests items that simi-
lar users have shown interest in, whereas the item-based algorithm recommends items
that are similar to those previously interacted with by the user. Given the number of
items typically is significantly larger than users, many recommendation systems opt
for the item-based collaborative approach over the user-based one, primarily due to
considerations related to computational complexity.

The most significant contrast between the Matrix Factorization (MF) and classi-
cal CF algorithms lies in their operational approach: MF involves a learning process,
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Table 2 Algorithm methodologies broken down by families of approaches.

Family Approach  Algorithm Methodology Used in
Topic Modeling and Vector Space Models ~ Context-Aware LDA [32-34]
Context-Aware Word-Based [34]

Collaborative Filtering and Factorization Machines — Context-Similarity Sparse Linear Method - Matrix Factorization [35]
Fast Factorization Machine [36]

Gaussian Process Factorization Machines 37]

Gradient Boosting Factorization Machines [38]

Item-based Collaborative Filtering 4+ Semantic Similarity and LoD [39]

Lambda Matrix Factorization [40]

Matrix Factorization + Linear Model [23, 41-43]

Matrix Factorization + Deviation-based Pro-Filtering [44]

SVD + Pre and Post-Filtering [45

Tensor Factorization (TF) [46-48]

TF + Adversarial learning [49

TF + Bayesian Personalized Ranking [50;

TF + Collaborative Filtering [51

TF + Hierarchical Bayesian Method [52

TF + Label Ranking [53

User-based Collaborative Filtering [54;

Contextual Bandits ~ Collaborative Contextual Linear Bandits [55
Constrained Contextual Bandit [56

Contextual Multi Armed Bandits [57

Ensemble Contextual Bandits [58;

Parameter Free Contextual Bandits [59]

Time Varying Multi-Armed bandit [60]

Neural Networks  Autoencoders [21, 61-64]
BERT encoder + Graph Convolutional Network 4+ GPT2 [65]

BERT plus Embedding Layer Generation [66]

Consesus Clustering + Deep Learning Collaborative Filtering [67]

Convolutional Factorization Machine [68]
Embedding-based Neural Networks [69-71]

Fined-tuned GPT-4 [72]

Graph Neural Network 129, 73]

Hierarchical Collaborative Embedding [24]

Neural Collaborative Filtering [74-76]

Neural Network + Attention Layer 77-84]

Neural Network + Factorization Matrix [85, 86]

Neural Network + Prefiltering [87]

Neural Network 4 Variational Bayesian Approach [88]

Neural Probabilistic Model [89]

Recurrent Neural Networks 6, 90-93]
Transformer-based encoder Network [94]

Miscellaneous  Boosting Methods [95, 96]
Content-based filtering plus Semantic and Entity Linking [97]

Contextual Ensemble [98]

Contextual Heuristic-based + Linear Regression [99]

Genetic and Search Algorithms [100, 101]

Graph-Based Contextual Modelling [20]

Hidden Markov Model [102]
Multi-Contextual Learning to Rank [41]

Naive Bayes [45, 103]

Probabilistic Expectation Maximization Algorithm [104]

Ontology-based Methodology [105-107]

No Algorithm [108]

while classical relies on statistical methods [109]. Matrix factorization involves break-
ing down a user-item interaction matrix into latent factors that capture underlying
patterns. These factors represent features shared by users and items. Classical CF,
on the other hand, relies on historical interactions between users and items to find
similarities. It predicts a user’s preferences based on the preferences of similar users
or items. Matrix factorization helps uncover hidden factors that contribute to user-
item interactions. It then uses these factors to identify users or items that are alike,
leading to more precise recommendations. Furthering this, Tensor Factorization (TF)
takes the traditional two-dimensional MF representation and extends it into an
n-dimensional problem by seamlessly integrating contextual information.
Factorization Machines (FM), introduced by Rendle in [110], are a supervised
algorithm versatile in handling classification, regression, and ranking tasks. They
rapidly gained prominence, becoming a popular and influential method for predictive
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modeling and recommendation systems. Essentially, FM represents a generalization
that combines attributes of both linear regression and matrix factorization models.
The advantages of FM over traditional linear regression and MF methods include: 1)
The capability to model interactions involving n-way variables, where n represents
the polynomial order (typically set to two) and 2) the computational efficiency for
handling high-dimensional, sparse input data.

In context-aware recommendation systems, both techniques can be extended to
include contextual information, resulting in recommendations that not only consider
historical interactions but also adapt to specific contexts, leading to more tailored and
relevant suggestions. The authors of [18] and [17] were the first to work in the idea of
introducing a generalization of MF that allows for flexible and generic integration of
contextual information by modeling the data as a User-Item Context N-dimensional
tensor instead of the traditional 2D User-Item matrix.

In total, these techniques were exploited by 20 studies.

3.3.3 Contextual Bandits

Bandit algorithms offer a means to optimize outcomes when there is insufficient data
for establishing a comprehensive statistical model. The bandit algorithm framework
serves to maximize overall user engagement by striking a balance between exploiting
known options (displaying the best items) and exploring novel choices (presenting
new items). The exploration versus exploitation quandary asserts that exploration
aids in gaining new insights about an environment or context, while exploitation
involves leveraging established knowledge for decision-making or predictions [111].

This exploration-exploitation dilemma aligns closely with the requirements of a
recommendation system that necessitates highlighting existing information to pique
user interest, while simultaneously unearthing novel data to enhance the user expe-
rience. In many instances, these situations hinge on a user’s computational patterns
and the surrounding environment, making them particularly amenable to context-
aware recommendation systems. This situation is perfectly illustrated in the study
[59], where personalized recommendations are produced based on contextual ban-
dits, to address the problem of deciding between trying new options and sticking
with what is known. Such approach introduces a parameter-free bandit technique
that uses a method called online bootstrap to continuously generate a range of esti-
mated models. This method helps balance between exploring new possibilities and
exploiting familiar ones.

In total, this family of techniques was utilized by 6 studies.

3.3.4 Neural Networks

The rise of deep learning has paved the way for innovative advancements in rec-
ommender systems. Researchers have effectively integrated deep learning models
into these systems, leveraging diverse data types such as text, image, time series,
etc. to enhance performance [112]. A recent focus within this field involves context-
aware deep learning recommender systems, which leverage additional information
to increase accuracy by considering the impact on users and items. This approach
allows for a more extensive range of data to be processed, enabling the analysis of
intricate relationships among these data points [76].
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Although matrix factorization has proven effective for collaborative filtering, it is
acknowledged that its performance may be limited by the simplicity of the interac-
tion function, specifically the inner product. For instance, in situations where explicit
feedback is employed, such as predicting ratings, it is widely recognized that improv-
ing matrix factorization models’ performance can be achieved by introducing user
and item bias terms into the interaction function. This modest modification to the
inner product operator underscores the advantages of developing a more sophisti-
cated and tailored interaction function to capture the subtle interplays among the
latent features of users and items [113].

Following this statement, a highly cited paper aimed to adjust the inner product
with a neural architecture that can learn any function from data, thereby generalizing
matrix factorization under its novel framework, was [74]. Furthermore, in the work
[76], the authors introduced an approach that employs neural architectures within a
context-aware paradigm, leveraging numerous contextual dimensions to unveil con-
cealed contextual patterns known as “latent contextual embeddings”. Consequently,
a comprehensive framework for deep context-aware recommendation systems is out-
lined, incorporating contextual information in three distinct modes: explicit, latent,
and hierarchical latent.

Since the appearance of the work “Attention is all you need” published in Decem-
ber 2017 [114], there has been an increasing amount of studies that investigate how
to incorporate attention layers in neural network architectures, what in essence are
the base of the Transformer model. The Transformer model has two main parts:
the encoder and the decoder. The encoder takes the input data user data (like past
interactions and preferences) and transforms it into a sequence of useful features like
continuous representations. These are then passed to the decoder, which generates
the output (recommendations) one piece at a time. Each output piece is created
by looking at the whole input and the parts of the output already generated. Each
layer has two parts: a self-attention layer (which helps the model focus on important
data like the contextual data) and a feed-forward network (which processes the data
further). There are also connections around these parts for better learning.

More specifically, an attention layer in a neural network is a mechanism that
allows the network to focus on specific parts of the input data, thus giving more
emphasis to relevant information. This is particularly useful in scenarios where the
network adaptively adjust its attention based on the specific task, like in context-
aware recommender systems. Demonstrating this point, several research papers use
this technique, such as [77, 78, 80]. In particular, a recent example is found in [115],
where the authors leverage context and category information to perform personal-
ized POI recommendation, using the sparse self-attention mechanism for improving
training efficiency. For instance, [116] presents a novel social recommender system
based on convolutional neural networks and integrating contextual features based
on text and tags. In [66], the authors consider transformers to learn bidirectional
context-aware user and item embeddings with neighbourhood sampling to predict
the next item that a user would interact with based on its interaction behaviour and
social connections.

Among all the Transformer-based architectures like BERT, RoBERTa,T5, GPT,
etc., the first one stands out in its application of CARS solutions. In this case, we
find two papers that make use of BERT encoders to generate context-aware rec-
ommendations [65, 66]. In the first one, the proposed neural network is trained by



Springer Nature 2021 I#TEX template

Context-Aware Recommender Systems 19

jointly minimizing the loss in a layer for the labeled data, another one with consis-
tency regularization on augmented data for user-item interaction, and finally another
one with consistency regularization for user-user social context-based data. The out-
puts of the three layers are combined in a BERT architecture to learn bidirectional
context-aware user and item embeddings with neighbourhood sampling (the samples
the most influential neighbours for all the users/ items). Regarding the second pro-
posal, the solution leverages a more complex structure beyond BERT, utilizing an
LLM-based model, as we will explain next.

Further examples of the use of Transformers lead to cutting-edge solutions like
Large Language models and other (complex) architectures that allows for more
holistic considerations of heterogeneous data sources. These large language mod-
els (LLMs) are built on the foundational architecture of the Transformer. They are
trained on large datasets, enabling them to generate coherent and fluent output.
Their promising performance stems from extensive pre-training on vast corpora,
followed by fine-tuning for specific tasks, allowing them to excel in various appli-
cations. When applying LLMs for recommendation, one solution presented in 2022
called “A Unified Pretrain, Personalized Prompt and Predict Paradigm (P5)” [117]
stands out. P5 consolidates diverse recommendation tasks by formulating them as
prompt-based natural language task into a unified framework by converting vari-
ous data types—such as user-item interactions, user profiles, item details, contextual
cues, and user feedback—into natural language sequences. This enables P5 to delve
into deeper semantics for personalized recommendations. By employing a single lan-
guage modeling objective during its pretraining phase, P5 acts as a foundational
model for multiple downstream tasks. Its seamless integration with other modalities
facilitates instruction-based recommendations through prompts. Leveraging adaptive
personalized prompts, P5 can make predictions in a zero-shot or few-shot manner,
reducing the necessity for extensive fine-tuning. Another recent example in the field
of recommender system is the article [72] that makes use of fine-tuned GPT-4 to
a given knowledge base and provide personalized and contextualized recommenda-
tions for cultural environments. Conversely, in the article [65], their model includes
a knowledge-aware recommender system and a prompt-based conversational system.
The recommender system employs context embeddings and item knowledge repre-
sentation to build user profiles. They begin by encoding the dialogue history and the
knowledge graph, then compute knowledge-aware user profiles, and finally retrieve
items that align with the user’s preferences for recommendations. The conversa-
tional system is designed to manage topics and optimize prompting vectors through
contextual prompting, utilizing a pre-trained version of GPT-2.

In aggregate, 43 studies employed this methodological approach.

3.3.5 Miscellaneous

In addition to the more traditional methods described before, several advanced
approaches have been employed in context-aware recommender systems. For exam-
ple, optimization techniques like Genetic Algorithms (GA) have gained traction in
this aspect. By considering different combinations of items and context factors, GAs
can effectively adapt to changing user preferences and environmental conditions, lead-
ing to more personalized and dynamic recommendations, one example illustrating
this is [118].
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Other techniques to highlight are Boosting Methods, which bolster performance
by iteratively gathering weaker models, making them adept at accommodating
contextual fluctuations to yield more precise recommendations, as presented in [95].

Another method with particular significance in the domain of CARS involves
employing Linked Open Data (LOD), ontology-based, and semantic technologies.
These systems utilize conceptual representations of user needs, capitalizing on rela-
tionships within specific knowledge domains. The objective of developing such
schemas is to discern the context of linked data and share common semantics, facili-
tating the integration of diverse content descriptions, sensor inputs, and user profiles.
Notably, these technologies leverage user-generated content, such as reviews, com-
ments, and historical activities, to enhance their functionality. In the tourism sector,
they have been applied extensively to semantically interconnect data from vari-
ous sources. For instance, in a study by Benouaret and Lakhoua (2015) [119], a
hybrid solution is proposed, combining semantic representation of museum knowl-
edge using ontologies with a collaborative filtering method enhanced with semantics.
This system recommends artworks to users based on their past preferences, contex-
tualized in terms of time and location. Another notable example is described in the
work by Colace et al. (2020) [120], where their framework employs contextual graph
approaches like ontologies, Contextual Dimension Trees, and Bayesian Networks to
suggest personalized learning paths for on-site visits to cultural heritage sites such
as archaeological sites.

Moreover, the combination of LOD and semantic technologies with contextual
information has demonstrated to be a good solution to overcome sparsity. For exam-
ple, in [39] a CB recommender where item-based contextual features are extracted
from LOD, to generate an RDF graph for item modeling. Based on the same idea,
in [105] a context-aware movie ontology is derived and similarity-based recommen-
dation techniques are proposed to consider the knowledge encoded in the ontology
concepts and their relationships, a method found in earlier approaches such as [97].

Moreover, Gaussian Processes offer a valuable probabilistic modeling approach,
particularly advantageous for managing uncertainty, facilitating the capture of
nuanced context-user preference relationships [121]. Graph representation lever-
ages data connections, allowing graph-based methods to unveil latent patterns that
translate into comprehensive and highly effective recommendations [20, 73].

Lastly, it is worth noting the utilization of Markov processes. These are models
that can exist in various states with transitions between them, contingent on the
current system state. While these models excel in handling sequential data and unpre-
dictable state changes, they might not be as commonly employed as other techniques
in the field. The work described in [102] illustrates perfectly this usage, nonetheless,
they provide valuable insights for tackling the dynamic aspects of user preferences
and item popularity. This is due to their capacity to predict the items users are likely
to select next, rendering them effective for recommendation generation. These models
often go by the names of “sequence-aware” or “time-aware” recommendation sys-
tems, as they depend on ordered or timestamped records of users’ prior interactions
as their input data.

In total, we have grouped 18 articles under this category.

3.4 Contextual techniques and methods

As motivated in the introduction, it has been shown that incorporating contextual
information allows for better user characterization and profiling using more detailed
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data, resulting in better recommendations. Traditional approaches, such as standard
collaborative filtering methods, are not suitable for these situations. In fact, incorpo-
rating contextual information, such as time and location, into the recommendation
process helps alleviate the problem of lack of information. Additionally, users make
decisions under certain contextual circumstances, so taking relevant contextual infor-
mation into account when making recommendations helps to obtain a more accurate
prediction of user preferences [5, 6].

Because of this, in this section we aim to address RQ2.3. Hence, to understand
which contextual techniques and methods have been proposed for context-aware rec-
ommendation, we will consider the three stages of how context could be incorporated,
not necessarily in multidimensional methods — which were one of the first formula-
tions introduced [122] — but also classical recommendation approaches, through pre-
and post-filtering [7]. A summary of the approaches found in this survey is presented
in Figure 12, where it is evidenced that those belonging to the modeling stage are
the most popular.

In the next subsections, we introduce these three stages, provide examples for
each case, and discuss their main advantages and disadvantages.

Modelling 82

Post Filtering 10

Context Approach

Pre Filtering 7

0 10 20 30 40 50 60 70 80
Count

Fig. 12 Percentage of studies using each contextual technique.

3.4.1 Contextual Pre-filtering

In this paradigm, the specific context will determine the relevant information needed
for subsequent canonical recommendations [13]. Essentially, a context is used for
selecting or constructing the relevant set of data records, then recommendation out-
comes can be predicted using any 2D recommender system on the selected subset.
Therefore, only data related to context will be considered and exploited for generating
the recommendation. For example, the authors from [19] proposed a novel technique
called Contextual Enhanced Vector Space Model to make the algorithm context-
aware by introducing a pre-filtering approach known as micro-profiling. To be more
precise, they categorized user ratings based on the contextual situation in which the
preference was expressed, and utilized this data to develop multiple context-aware
(micro) profiles. These profiles were then utilized to generate recommendations that
take into account the contextual situation of the user.
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On the other hand, the authors of [87] proposed a Point-Of-Interest (POI) group
recommendation along with multiple pre-filtering steps, with contextual factors such
as rationality of the location and the intra-group influence when making group deci-
sions are taken into place. The first step involves requirements-based pre-filtering,
where POls that do not align with the group users’ preferences and therefore excludes
POIs that do not comply with those requirements. During this phase, users have
the option to articulate their preferences and restrictions. Afterward, a second filter
is distance-based pre-filtering, which eliminates POIs falling outside the acceptable
distance range for the group users. Users can specify a maximum tolerance distance
in this step. Candidate POIs are then filtered based on the entire group’s maximum
acceptable distance. If the requirements of the entire user group cannot be met, the
candidate services are filtered based on a preset distance within the system.

Pre-filtering approach was mentioned in 7 studies. Pre-filtering has often been
shown to enhance diversity compared to post-filtering and contextual modeling
by segmenting or profiling various hypothetical contextual scenarios, such as the
item-splitting technique [123]. However, recreating the exact context scenario can
sometimes be overly restrictive. Following data selection in contextual pre-filtering,
data sparsity may increase, potentially resulting in insufficient data for accurate
recommendations. Consequently, there remains a gap in research regarding the
generalization of pre-filtering and determining the optimal number of pre-filter
profiles.

These low numbers seem to indicate that its main advantage (making use of
any non-contextual recommender) does not compensate its disadvantages, which are
related to the lack of flexibility of such filters and its tightly connection to the domain,
not allowing for general approaches applicable to diverse scenarios.

3.4.2 Contextual Post-filtering

In post-filtering approaches, contextual information is disregarded when training the
algorithms, and recommendations are estimated by using a traditional 2D recom-
mender system applied to the whole data. Subsequently, recommendations generated
are adjusted via contextualization for each user by incorporating the contextual infor-
mation; in other words, this mechanism refines the resultant recommendation list.
The adjustments to the recommendation list can involve either filtering out recom-
mendations deemed irrelevant in a given context or re-ranking the recommendations
based on the provided contextual aspects. Similar to various recommendation tech-
niques, post-filtering can be divided into heuristic and model-based techniques [13].
Heuristic post-filtering techniques center on recognizing shared characteristics or
attributes of items for a particular user within a specific context. Conversely, model-
based ones involve building predictive models to estimate the likelihood of a user
choosing a specific type of item within a given context.

From the studies reviewed, we can highlight specially the work described in [33].
In that work, the authors try to overcome the difficulty of sparsity problem that
happens in pre-filtering approaches by suggesting a method for the detection of the
user contextual state when listening to music based on social tags of music items. The
music played by the user during each session has associated tags, which are processed
using word embedding techniques. These techniques are utilized for contextual post-
filtering of the recommendations obtained from CF methods. Hence, post-filtering
aims to find the items whose tags are closest to those of the items being played in
the user’s session.
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In total, post-filtering has been used 10 times. Again, the advantages of this
technique (which might be limited to the use of traditional non-contextual recom-
mendation algorithms, although in this case the filters might be easier to generalize
than for the pre-filtering case) are not strong enough to overcome its disadvantages
(related to the additional effort required by the algorithms to discriminate among
all the information received, since contextual information was removed). While some
studies advocate for the implementation of post-filtering to reorder recommendation
lists, thereby ensuring that recommended information aligns better with the current
scenario, this approach incurs a computational cost.

3.4.3 Contextual Modeling

Contextual preference estimation and elicitation methods have garnered significant
popularity and attention within the academic community from the outset, aiming
to integrate context seamlessly into existing recommendation solutions. Diverg-
ing from earlier methods, this approach directly integrates contextual information
into the recommendation function [13]. This can be achieved through predictive
models or heuristic calculations that consider contextual information alongside
user and item data. Consequently, this necessitates a shift from the traditional
user-item-rating data input to a user-item-rating-context input, resulting in multidi-
mensional recommendation functions that have the potential to offer more accurate
recommendations.

Among the three categories, this approach is the most prevalent, with almost all
the reviewed studies applying this context-aware approach. For instance, one of the
pioneering and notable papers that addressed the context-aware challenge is the work
by Karatzoglou et al. [17]. That paper leveraged the emergence of MF techniques,
which gained popularity through the Netflix Prize competition [124]. Based on their
methodology, the Users x Items x Contexts space is modeled as an n-dimensional
tensor, and the factorization of this tensor provides a concise model for generating
context-aware recommendations.

As mentioned previously, a significant emphasis in the field of CARS is placed on
contextual modeling. This is largely attributed to the advancements in neural net-
work architecture, which have facilitated a more refined and seamless integration of
context. In total, 82 studies have proposed or exploited contextual modeling. This
number highlights that, despite its primary drawback—requiring significant domain
knowledge for appropriate modeling—these techniques yield promising results. Their
ability to adapt to specific scenario characteristics, typically by integrating context
and intuitively capturing interactions among users, items, and context, underscores
their effectiveness. Contextual modeling, renowned for its capacity to enhance recom-
mendation performance, emerges as the leading paradigm for integrating context into
recommendation systems, underscoring its advantages in modeling and leveraging
contextual information.

3.5 Application domains

In order to address the research question RQ2.4, an analysis was conducted on
the application domains of context-aware recommender systems as presented in the
reviewed papers. The findings regarding the categories of these domains are summa-
rized in Figure 13. The categorization criteria for different domains were determined
by the researchers based on the descriptions of the respective domains and datasets.
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For example, the criteria for the multimedia category included elements such as
movies, songs, actors, direction, and genre tags. In the case of e-commerce/ads, the
criteria encompassed product type, brand, size, and time of purchase, among others.

Multimedia

E-document / Scientometrics
E-commerce / Ads

POI

Tourism .
Social Networks

News/Books

Food

Fig. 13 Percentage of studies whose experiments belong to each of these domains (A study
could be multi-domain).

The analysis reveals several notable observations. Firstly, it is evident that the
domains of Multimedia, Social Networks, and E-commerce/Ads feature prominently
in the reviewed papers, indicating their dominance over other categories. Approxi-
mately 71 out of the 90 studies. fall within these two categories. Following closely
behind is another cluster comprising POT (Points of Interest) and Tourism *, which
are discussed in 21 and 16 studies respectively. On the other hand, the domains
Food, E-document/Scientometrics and News/Books are less popular, with only 22
identified studies in total.

Finally, it is noteworthy that the majority of the examined studies concentrated
on a single specific domain, as illustrated in Figure 14, with 48 out of the total 90
papers. There is an observable declining trend, wherein as the number of domains
increases, the number of studies involving multiple domains decreases.

3.6 Evaluation baselines

In the realm of recommendation systems, baseline models hold a crucial position,
serving as benchmarks against which the performance of algorithms can be evaluated.
They not only quantify the extent of improvement but also facilitate comparisons
with previous methodologies. This performance difference is crucial in assessing the
efficacy of proposed, more sophisticated methods. Additionally, the selection of an
appropriate baseline must consider factors such as implementation effort and system
maintenance requirements. Thus, a baseline model must meet certain criteria to
encompass these considerations.

By selecting accurate baselines, the advancement of recommender systems can
be facilitated. However, in recent years, the proliferation of models for experimen-
tation has posed challenges. Researchers often limit the number of baselines due to
factors such as computational complexity, particularly in the realm of deep learn-
ing approaches [126]. This limitation can result in a trade-off between including

3Following [125], we analyzed separately places (POIs) and tourism domains.
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Fig. 14 Number of domains applied per study.

comprehensive algorithms and the constraints of time and resources available for
experimentation.

As highlighted in [127], an ideal baseline should possess several desirable charac-
teristics: minimal implementation effort, competitive performance, and the absence
of additional data requirements. Baselines that consistently fail, are difficult to
implement, or necessitate additional data are impractical for experimental use.

Furthermore, the choice of baselines should consider the domain in which they
are applied. In the domain of CARS, baselines can be classified into traditional
non-contextual versus context-aware approaches. Context-aware baseline models are
particularly pertinent in studies where contextual information is deemed valuable,
aiming to showcase the benefits of more sophisticated techniques. To address RQ3.1,
we conducted an analysis of the studies within this review and categorized them based
on the inclusion of non-contextual baseline models in the experimental comparisons.
The majority of studies (approximately 71.1%, as depicted in Figure 15), utilize
non-contextual baseline models. Among these traditional model baselines, the most
frequently employed ones include Random [59], Popularity [70], Matrix Factorization
[21], and Bayesian Personalized Ranking [25].

However, there are instances where traditional non-contextual baselines are not
employed. For instance, in [35], Tensor Factorization serves as an independent con-
textual model baseline, compared against models utilizing context similarity as an
alternative contextual modeling approach, and integrated into sparse linear methods
and matrix factorization algorithms. Similarly, in [61], an auto-encoder is trained to
predict user preferences based on past interaction contextual data, and evaluated
against machine-learning-based models such as Random Forest or Decision Trees.

In general, the majority of analyzed papers claim the superior performance of
their proposed solutions over baselines, regardless of contextual or non-contextual
conditions. However, there are instances where the desired level of accuracy perfor-
mance is not achieved. For example, in the study [106], a novel approach to finding
music recommendations based on users’ context via semantic relations was pro-
posed. Although their system exhibited improved serendipity, it was not successful
in simultaneously achieving improvements in accuracy and serendipity.
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Partly

Fig. 15 Percentage of studies where a non contextual-aware baseline was used.

3.7 Evaluation metrics

The aim of RS evaluation is to determine which recommenders are better than others
based on the results obtained in certain metrics under a specific evaluation method-
ology. In fact, among the different types of experiments that can be performed with
users of a particular RS — that is, offline, online, and user studies [128] —, the RS
community has been mostly focused on offline evaluation, since it is the most com-
parable one across different settings and the one typically used in the literature. This
also occurs in CARS, as evidenced in Figure 16 as a way to address RQ3.2.

Offline Both

Online

Fig. 16 Percentage of studies showing each type of evaluation used.

For this classification, we follow the same distinction made in [128]: an offline
experiment is performed by using a pre-collected data set of users choosing or rating
items, using this data set we can try to simulate the behavior of users that interact
with a recommendation system; a user study is conducted by recruiting a set of test
subjects, and asking them to perform several tasks requiring an interaction with the
recommender system, while the subjects perform the tasks, we observe and record
their behavior; whereas an online evaluation is considered when the system is used
by real users that perform real tasks, where typically such systems redirect a small
percentage of the traffic to different alternative recommendation engines, and record
the users interactions with the different systems.
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In our analysis, we found no examples of works considering user studies, and
less than 8% of the works used exclusively online evaluation. One work where an
A/B test was used inside of Amazon Music was [57]. Given the small number of
this type of evaluation, it should be noted that we also considered offline evaluations
where a realistic simulation based on historical logs was used as online, as in [59].
Classical offline evaluation are easier to find, like the works [17, 20, 40, 82, 92]. It is
interesting, however, to note the works where both evaluations were reported: [129]
and [55]. In the first case, it is not a real online experiment, as the authors report
online recommendation efficiency to measure the time cost of the recommendation
approaches if they were deployed. The second case is similar, where the online part
of the evaluation refers to the way the algorithm learn (in an online fashion). Thus,
we conclude that none of the works included in our study actually consider more
than one type of evaluation.

Depending on how the evaluation is devised, we need different ways to analyze
the performance of the recommenders. Originally, the recommendation quality was
equated to how close the recommender was able to predict the rating provided by
the user. Hence, error metrics like Mean Absolute Error (MAE) and Root Mean
Squared Error (RMSE) were used, however, since these metrics only account for
the observed items, they do not reflect well real-world problems nor the perceived
user experience [130]. Because of this, Information Retrieval ranking metrics like
Precision, Recall, or nDCG (normalized discounted cumulative gain) were used to
measure how many relevant items were included in the ranking generated by the RS,
usually, up to a ranking position or cutoff [131].

As summarized in Figure 17, ranking metrics are the most frequent ones, although
error metrics are still reported. Examples of works where only error metrics are used
include [17] or [46]. These works tend to be older (as the community as a whole is
replacing these measurements with more appropriate ones), in fact, the most recent
works using MAE or RMSE include [100] and [84], evidencing this paradigm shift.
Nonetheless, some recent approaches can also be found, although they no more report
only error metrics, but in combination with ranking metrics, like [121] and [78]. At
the same time, those works running an online evaluation used other types of metrics,
such as CTR (Clickthrough rate) or lift percentage in key performance metrics (like
successful playbacks or users with successful playbacks), see [57, 59].

Error

Ranking

Fig. 17 Percentage of studies where each type of evaluation metric was used.
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More specifically, Figure 18 shows the frequency of each evaluation metric. It
further emphasizes the prominence of ranking metrics such as nDCG, Precision, and
Recall. We also observe the long tail of less popular ranking metrics like AUC, average
rank, or ERR. It is important to highlight that most of these metrics need a cutoff
value to be computed, and this was not considered when counting how often they
were used, otherwise the overlap would be much lower since each paper may use very
different cutoffs. Additionally, except one case (popularity rank) all the metrics are
tailored for accuracy, neglecting other dimensions like novelty or diversity [132].

ndcg
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precision
hr
rmse
mae
map
fl
mrr

ct
accuracy
auc
err
serendipity
popularity rank
logloss
average rank
user satisfaction
false positive rate
global satisfaction
distance satisfaction
cumulative regret
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li

Metric Type

Fig. 18 Number of studies where each evaluation metric was used.

3.8 Evaluation datasets

In line with RQ3.3, we analyzed the datasets exploited for conducting the experi-
mental evaluation of the techniques described in the reviewed studies. We summarize
the studies for each dataset that was considered in more than one work in Figure 19,
merging and summing all the other occurrences under the ‘other’ bar, meaning that
more than 70 datasets were considered only once, such as Citeseer [89], YouTube
[90], or KDDCup12 [59].

The most popular datasets (Movielens, Lastfm, and Yelp) belong to three differ-
ent domains (movies, music, and food/social media) and provide simple, but standard
contextual variables: time and item tags, and for the case of Yelp, also item location.
The Frappe dataset belongs to the mobile app recommendation domain and pro-
vides temporal and location contextual information. The food dataset is composed
of ratings on menu items and includes two contextual factors: one describing if the
situation in which the user rates is virtual or real, and another that captures how
hungry the user is. The CoMoDa data is a publicly available context-aware movie
data collected from surveys; there are 12 context dimensions that captured users’
various situations, including mood, weather, time, location, companion, etc.
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Fig. 19 Number of studies where each dataset was used.

TripAdvisor and Brightkite belong to the POI domain and include temporal
and geographical contextual features. Epinions is a review dataset that includes
who-trust-whom online social network, its main contextual feature is user trust. Ama-
zon reviews contains reviews from the e-commerce domain and its main contextual
attribute is time. The Meetup dataset is a sample of the well-known event-based
social network and allows capturing social, spatial, and temporal contextual features.

Foursquare provides user interactions with POlIs, including temporal and geo-
graphical information. Pinterest includes implicit feedback data and, like in Amazon
reviews dataset, its main context is time. Among the least used datasets, we focus
on ConcertTweets and Trivago. ConcertTweets is created based on publicly available
and well-structured tweets referring to music concerts, it contains geolocation infor-
mation about the concert and timestamp information about the item and the rating
event. Finally, the Trivago dataset was released in the context of the 2019 RecSys
Challenge to recommend hotels in booking sessions, it included ratings, queries, and
other interactions belonging to the same user session, which could be considered as
contextual features, together with the country platform, used device, and prices of
impressed items.

3.9 Reproducibility considerations

In relation with RQ3.4 and QQ8, we summarize in Figure 20 how many open source
implementations exist in the analyzed studies, evidencing that a majority of the
papers do not provide an implementation.

It should be noted that for this statistic, we only considered the cases where the
paper reported an implementation, not when a public implementation of the proposed
method was made available afterward (often, from other authors). For example,
[78] does not mention any repository in the published paper, but the repository
https://github.com/alexmay21/AIN claims to include the implementation of this
paper and at least one of the authors matches the username of its commits.
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With Implementation

Without Implementation

Fig. 20 Percentage of studies where an implementation was provided.

Besides that, as Figure 21, shows the number of studies that incorporates an
open-source implementation has increased substantially throughout the years.

Number of Studies with Open Source Implementation by Year
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Fig. 21 Number of studies with/without open-source implementation per year.

3.10 Future works

In the following, we analyze the suggestions and discussions for future works
mentioned in the reviewed studies in order to provide an answer to RQ4.

Several authors emphasize the idea of enhancing the contextual space. This future
work is related closely to the problem of understanding context relevance and rec-
ommendation quality. Some suggestions include development of dynamic models and
exploiting more the real-time recommendation and predicting the user intent at the
moment like [75].

A recurrent future line of work is the necessity of understanding the user
behaviors, preferences, and intents. This is fundamental for the goal of a better per-
sonalization and user modeling. Some suggestions involve incorporating the user in
the recommendation process by informing their intentions [95], building user-centered
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metrics to strengthen the model performance as in [19], or incorporating social con-
text information, which implies understanding how users are influenced by their
social networks and tailoring recommendations accordingly [49].

Another reported potential possibility is to improve the contextual recom-
mendation by using diverse data sources and context information to expand the
recommendation capabilities as well as incorporating multi-criteria ratings for a
more comprehensive understanding of user preferences. For example, by investigat-
ing multi-modal recommendations, i.e., incorporating factors like images and user
behavior beyond text data [32].

As a typical issue in CARS is their limited scalability, model optimization and
scalability is a problem that has been stood out in different studies. Some works
mention as potential ideas to address this problem to optimize models in the pre-
diction phase by researching the adoption of mini batch learning (where the model
makes adjustments based on a smaller group of training examples). This includes the
most extreme case, known as online learning, where the settings of the model could
be updated after every single step and therefore analyze how the models perform in
online dynamic settings with burst streaming workload [85].

Almost every future work section considers the extension or modification of the
presented solution. Due to the high rise of deep learning techniques applications,
including the use of Large Language Models, the most common suggestion is to
research about the use of new and more optimized architectures (such as trans-
formers and attention layers), plus digging into the use of dynamic graphs based on
contextual information [29]. Conversely, exploring different loss functions to enhance
recommendations, improving both ranking and recommendation, or exploring ensem-
ble methods that combine models optimized for various aspects of recommendations
present themselves as potential solutions, see [21, 63].

Other works aim to extend the contextual recommendation models to different
domains and applications [79]. In particular, this would imply to evaluate the impact
of these models on business performance metrics, beyond traditional evaluation
metrics, or integrate explainability approaches into CARS [64].

4 Discussion

In the following, we discuss the outcome of our systematic literature review, consider-
ing the answers provided in Section 3 to the research questions originally introduced
in Section 2.1.

4.1 Included studies

As reported in Figure 3, the earliest studies included in this literature review are
from 2014. Indeed, until the year 2015 only conference publications matched the
criteria considered in our analysis. During the range 2015-2019, a large portion of the
studies included in our review were published, still mostly led by conference venues
(like ACM RecSys and ACM SIGIR) but with more journal papers being published.

Regarding the quality of the included studies, summarized in Figure 4, we can
highlight the fact that higher scores were assigned to works published in journals and
conferences with respect to workshops, while the quality of journal and conferences
were comparable to each other.
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4.2 Types of context

The taxonomy presented in Section 3.2 reveals that the concept of context is inher-
ently ambiguous. Depending on the specific focus, the notion of context can exhibit
various interpretations. The initial aspect discussed pertains to acquisition (Section
3.2.1), where it is evident that both categories (interactional or representational)
coexist in nearly all the examined studies. This aspect is closely interlaced with
the comprehensive goal of these papers, which is to assess algorithms across diverse
domains, entailing the involvement of distinct data sources. Additionally, it is essen-
tial to acknowledge that the traditional approach to CARS exclusively considers a
representational perspective, encompassing predefined and fixed contextual factors
like time, location, or companionship.

However, this representation does not always align with reality, particularly when
dealing with factors that are not easily accessible or observed, such as a user’s mood
or intent. Furthermore, in certain scenarios, context only becomes apparent upon the
completion of an action, neither preceding it nor existing independently of it.

In contrast, the interactional perspective defines context as a dynamic relational
property that emerges between activities. This view rejects the notion of enumerating
relevant contextual factors prior to a user’s activity initiation. This poses a significant
limitation in practical applications, where the representational view falls short. Over
time, researchers have increasingly recognized the disparity between traditional con-
text modeling and real-world scenarios. Consequently, they have begun incorporating
the interactional dimension of context, assuming that user behavior is influenced
by an underlying but unobservable context. This kind of approaches enables the
development of solutions that harness the strengths of both representational and
interactional views.

An interconnected yet distinct issue pertains to the concept of observability
(Section 3.2.2), specifically regarding the depth of knowledge concerning contextual
factors, their structure, and values. This issue arises when contextual knowledge
exists in a phase separated from the target domain and must be transferred to bene-
fit the target domain where recommendations are made. This challenge can manifest
in situations where context is initially acquired representationally and is fully dis-
cernible at the outset, but is subsequently transformed into a latent, concealed factor.
For instance, in the work [33], music tags associated with the music played by the
user in each session are subjected to word embedding techniques to facilitate con-
textual post-filtering of recommendations generated by CF methods. This approach
seeks to address the issues raised by the initial classification framework and address
the limitations previously encountered, hence relying on the categorizations of fully
observable, partially observable, and unobservable contexts. Conversely, context is
considered unobservable when relevant information is entirely unknown or inacces-
sible, as is the case with users’ intent. Consequently, it cannot be explicitly utilized
for recommendation purposes. Nonetheless, the primary concern in these instances
is that unobservable context gives rise to temporal dynamics in user-generated data,
needing consideration in order to provide more precise recommendations.

Lastly, context can be assessed through its dynamism (Section 3.2.3), considering
whether and how its availability and structure evolve over time. The majority of the
selected studies incorporated dynamic contextual factors in conjunction with static
ones or independently. This holds particular significance since real-world scenarios
are consistently exposed to dynamic and evolving factors, thus exerting an ongoing
influence on users and items. Omitting this aspect from the equation renders the
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approaches less adaptable and less suited to real-world situations, as they fail to
encompass the complete context.

4.3 Recommendation approaches

Around half of context-aware recommender systems fall into the category of Neural
Network approaches, as depicted in Figure 10. This prevalence is primarily a con-
sequence of the proliferation of deep learning architectures and their appeal to the
academic community, primarily for their capacity to enhance recommendation task
performance.

Upon delving deeper into this subject, we can emphasize the keen interest in
integrating attention layers within deep learning settings. Within these attention
networks, it is possible to input embeddings from cutting-edge deep learning mod-
els specifically tailored to each data type. Consequently, the attention networks can
adapt their focus based on the intricate contextual attributes within the user’s prefer-
ence hidden representation. This acknowledgment is evidently demonstrated in Table
2, where the trend is clearly visible.

It is important to note that these approaches often do not solely rely on neural
network techniques but rather incorporate a fusion of classical methods. Therefore,
the majority of recommender systems can be considered as hybrid systems, blending
multiple techniques for optimal performance. A remarkable illustration in this context
involves the amalgamation of MF and TF with various Neural Network architectures
across different combinations, also shown in Table 2.

Last but not least, the other half of the research focuses on recommender systems
that can be classified as classical collaborative filtering, factorization machines, or
miscellaneous techniques. This choice arises from the design of systems rooted in
domain-specific applications, where simplicity and domain-specific insights lead to
improved results.

4.4 Contextual techniques and methods

In Section 3.4, it becomes evident that the majority of context-aware approaches fall
under the category of contextual modeling. In this sense, contextual information is
seamlessly integrated into the recommendation process, offering several advantages
in addressing challenges such as more accurate estimation, enhanced context extrac-
tion, and improved variable identification, and explaining why these approaches may
advance the research field, in contrast to the rest of techniques and methods. Fur-
thermore, as demonstrated in the study conducted by Panniello [133], contextual
modeling strikes a suitable balance between accuracy and diversity when compared
to its counterparts, such as post-filtering and pre-filtering techniques.

With the rise of neural network-based techniques in recommendation systems,
researchers have shifted their focus toward enhancing the recommendation process
using these architectures. In many cases, these approaches have proven to be more
effective than traditional methods and both pre-filtering and post-filtering tech-
niques. However, as the diversity of context types to consider increases, there is a
pressing need for a recommender system that can efficiently incorporate contextual
information while mitigating issues related to data sparsity. When similar users or
items share similar contextual information, there is an opportunity to enhance the
performance of existing recommender systems by reflecting these contextual features.
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For instance, in the research conducted by Unger et al. [76], a deep learning frame-
work was proposed to define context as any user situation that may influence user
preferences. By using these contextual dimensions in such algorithms, it is possible
to uncover latent contextual patterns, referred to as latent contextual embeddings,
without the need for predefining them. This study demonstrated that leveraging
structured latent contexts within the deep recommendation framework yields sig-
nificantly improved performance compared to other context-aware models across all
tasks. Hence, it is their flexibility in combination with their good results that make
modeling approaches the most appropriate candidates in most scenarios.

Nevertheless, the literature reviewed here shows a limited number of studies
exploring pre-filtering and post-filtering systems. The pre-filtering approach, which
was extensively used in the past due to its association with static factors and
its ability to reduce computational complexity by independently segmenting user-
item ratings based on contextual scenarios, has gradually lost prominence. Besides
the notable interest in contextual modeling research, pre-filtering entails additional
efforts in acquiring information, as it requires predefined contextual factors and
user-item matrices.

Furthermore, pre-filtering has primarily been employed alongside the
Representational-Static approach for modeling contextual factors, expanding its
application to more intricate context modeling scenarios, including latent and
dynamic cases. However, this emerging line of research remains largely unexplored,
with only a handful of studies investigating the integration of dynamic features, as
demonstrated by [54, 62].

Similarly, the post-filtering approach has seen a decline in research attention.
Although it seems that this technique may hold promise for future investigations,
where contextual information is not only used to filter out irrelevant recommenda-
tions in a given context but also to re-rank recommendations based on the given
context, it has received less focus. For example, the work by Aliannejadi and Crestani
[104] demonstrated that predicting contextually suitable locations and re-ranking
suggestions based on their contextual appropriateness leads to more accurate top-
k location recommendations by hybridizing the post-filtering step with contextual
modelling.

Finally, it is worth noting that some studies amalgamate the best of both worlds
by combining various strategies, such as contextual modeling with pre-filtering
and/or post-filtering. To exemplify this, the paper authored by Jawarneh et al. [75]
introduces a hybrid algorithm that adapts and repurposes a pre-filtering contextual
integration method, integrating the resulting new dimension into a deep learning-
based neural collaborative filtering approach. This approach retains and capitalizes
on the strengths of both methods while mitigating their respective limitations.

4.5 Application domains

As demonstrated in Section 3.5, the most commonly targeted domains include mul-
timedia, e-commerce, and a diverse category encompassing items such as food, social
media, and news. This outcome is quite definitive and aligns with the issue previ-
ously discussed by Adomavicius and Tuzhilin [134], which pointed out the limited
applications of CARS in this specific field due to the scarcity of publicly avail-
able CARS datasets. While major companies like Amazon, Spotify, and X (formerly
known as Twitter) have undertaken initiatives in recommendation services, they often
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release minimal information about the datasets employed, hampering the research
community’s ability to replicate these experiments accurately.

The majority of the recommender systems examined in the literature are domain-
agnostic, as they rely solely on publicly accessible datasets. However, some solutions
are tailored to specific domains due to data collection methods, such as web scrap-
ing or querying specialized API services like Meetup or Medium. Consequently, the
reproducibility of these domain-specific systems becomes challenging. As a result, the
choice of application domain is heavily contingent on the sources of these datasets.
For instance, the widely recognized MovieLens dataset places multimedia in the
spotlight among various categories.

It is worth noting that the movies domain is unique in that it encompasses a
broad range of context types, including time, social interactions, user activity, and
location. This presents researchers with a significant opportunity to evaluate multiple
contexts simultaneously without the need to generate domain-specific datasets. This
situation is analogous to other domains like music and e-commerce, where context
elements like user activity, location, and time are also present. An example of this is
evident in studies utilizing LastFM as their dataset for testing.

While location is a contextual attribute that, as shown, can be exploited in many
domains, it achieves critical importance in the POI and tourism domains, in particu-
lar, under the so-called Location-aware recommender systems [30]. These cases may
consider other information sources such as social connections, weather, and sequen-
tiality, but location and other inherent properties of the items in the city, allow for
a broad range of techniques to be applied [31, 135, 136].

Conversely, domains such as books, e-learning, and e-documentation are less
explored in the context-aware recommender systems landscape. This is likely because
establishing detailed context scenarios for evaluation purposes is a more complex
task, making it challenging to locate well-curated data for testing. Additionally, these
domains represent niche categories within the real-world application spectrum.

4.6 Evaluation baselines

In Section 3.6, we observed that non-contextual models are predominantly utilized
in studies to demonstrate performance improvements. However, adherence to this
evaluation protocol varies due to the absence of rigid guidelines outlining a compre-
hensive set of essential baselines. This variability in baseline selection in the field of
CARS reflects the diverse objectives pursued by practitioners.

While accuracy performance evaluation often relies on established baseline algo-
rithms, assessing algorithm robustness and beyond-accuracy metrics presents greater
ambiguity and is less common in terms of non-contextual baselines. For example,
in the study by [49], the authors noted a scarcity of research exclusively focused
on the robustness of context-aware recommender systems. To address this gap, they
introduced adversarial perturbations during training to enhance model robustness,
despite not presenting comparisons against traditional baselines.

Another consequence of deviating from non-contextual baseline models compari-
son is evident in subsequent research conducted by the same authors. For example,
in [35], the authors compared their proposed methods against contextual modeling
approaches, having already established the effectiveness of previous model versions
in earlier works such as [42].

It is noteworthy that among non-contextual baseline models, a significant dis-
parity exists when considering deep learning approaches. As discussed in [126],
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there is concern regarding the performance of complex neural methods, with 11 out
of 12 reproducible approaches being outperformed by conceptually simpler meth-
ods. This phenomenon is attributed to the inadequate choice of baselines, leading
to a distorted perception of consistent results, and the tendency for papers to be
rejected if they do not demonstrate improved accuracy performance. This trend
is also observed in CARS, where only a few traditional methods are selected to
demonstrate the benefits of new state-of-the-art models, with comparisons primarily
focused on neural-based approaches. As recommended by authors of the latter one,
including baseline algorithms from various families during the experimentation stage
is essential. Additionally, systematic optimization of algorithm benchmarks, encom-
passing all relevant parameters and baselines across datasets and metrics, is crucial
for meaningful comparisons and assessments.

Finally, it is important to recognize that while the inherent aspect of person-
alization within the concept of contextualization is assumed (e.g., relating specific
contextual scenarios to past user activity will align more closely with user traits), the
comparison between non-contextual and contextual methods relies solely on abstract
metrics. As demonstrated in the study by Braunhofer et al. [137], a live user study was
conducted to evaluate how the relationship between “personalization” and “context”
enhances baseline performance. This suggests that new research endeavours should
prioritize (when feasible) providing stronger evidence regarding personalization, such
as through online experiments or live user studies.

4.7 Evaluation metrics

As reported in [128] and summarized previously in Section 3.7, the types of exper-
iments that are usually performed within recommender systems are classified into
offline, online, and user studies. CARS were often evaluated using offline compar-
isons, as seen in Figure 16. This result is expected, as such an approach is less
expensive than performing a user study or running online experiments. Nonetheless,
as we shall discuss later in Section 4.9, recommender systems evaluation is a complex
task, and there are several stages in the process where decisions might have a strong
impact in the final result, even when using standard datasets and well-known eval-
uation methodologies [138]. Hence, the strong focus on offline methodologies might
be one solution towards comparable results, but, as we shall discuss later, this is
not enough. At the same time, it is worrying that no user studies were found in our
literature review, as it prevents from understanding the real impact context-aware
recommendations may have on users.

In terms of evaluation metrics, the majority of the reviewed studies validated
their proposals using ranking metrics, as presented in Figures 17 and 18. This result
is probably linked to the shift in the community from error-based metrics to rank-
ing ones, acknowledging the importance that presentation has in the overall user
experience. Even though our analysis included a category called ‘other’, we want to
emphasize that no metric measured concepts unrelated to accuracy, hence neglecting
all the recent literature on novelty, diversity, and fairness that is pervasive in the area
[132, 139]. One possible reason for this scarcity could be the lack of standard datasets
(see Section 4.8) and evaluation methodologies applicable to a majority of CARS.
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4.8 Evaluation datasets

From the results presented in Section 3.8, we observe that there is no standard dataset
in context-aware recommendation, since almost each work uses its own dataset. This
is in line with previous observations from the literature [140]. This issue is related
to the multifaceted aspect of this research area: as discussed in Section 4.5, context
can be exploited in almost any domain, opening up several possibilities in terms of
collecting or representing the context as part of a dataset. Except for a few datasets
that already existed in the literature, in many cases the dataset had to be built for
the study, reinforcing this issue of no standard collection. This, to some extent, might
be reasonable, as the nature and definition of context is too diverse (see Section 3.2),
which would make it virtually impossible creating a dataset that could be applied to
any type of research endeavor.

To dig a little bit deeper on the datasets used by the community, we have col-
lected all the datasets reported in the analyzed studies, to summarize their main
characteristics. First, when doing so, we realized the number of contextual dimen-
sions is often not explicitly mentioned in the papers (sometimes even the number
of interactions or users is not reported), but it has to be inferred based on other
information. In fact, in some papers, it is not easy to discern if the context is used
in prediction time or when modeling the user or item. In particular, when context
is observable, the number of dimensions tend to be lower than 5, whereas in other
cases it may reach higher dimensions, as it is not really limited by the data but by
the latent variables being modeled, as in [55], where context is built from a TF-IDF
vector after a PCA process. Another common situation where the number of con-
textual dimensions is unknown occurs when context is created from the last items
interacted by the user, as in [71] and [88].

Second, large datasets are very difficult to obtain, and authors tend to com-
plement already publicly available datasets with external information to include
contextual attributes. For example, in [46] the authors extend a dataset based on
Epinions by creating two contextual features: age and trust, although the most typ-
ical dimension being computed is time, as in [53], where the temporal dimension is
divided into a predefined number of bins and each rating event is assigned to the
respective bin, or in [23], where the time and order of transactions were derived from
data.

Third, it should be emphasized that in a very small number of cases, the context
variables were artificially generated. For example, in [100] the demographic context
was randomly generated, whereas in [17] the authors replaced the gender feature
with a new artificial feature. Nonetheless, exploiting synthetic generators for the
evaluation of CARS seems a promising approach to address the lack of datasets; in
fact, some authors used such tools to complement experiments based on both real
and synthetic data [54, 141].

4.9 Reproducibility

As shown in Section 3.9, most of the studied works did not provide any implemen-
tation. This, per se, should not be a burden for reproducibility, as long as enough
details are provided in the research paper, such as the data and any processing steps
followed, the baselines and their parameters, the evaluation methodology, and so on
[138]. Moreover, as discussed in the previous section, no standard datasets exist (yet)
for CARS, so this makes reproducing previous research more tedious and difficult.
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Table 3 Datasets with the same name but different statistics (taken from the
corresponding article).

Dataset  Used in Users Items Interactions Contexts
Foursquare  [77] 10,766 10,695 1,336,278 1
[129] 20,293 123,968 334,287 2

[100] 183 304 518 3

LastFM  [23] 992 174,091 18,908,597 2
[33] 53 86K 420K last n

[40] 983 60,000 246,853 1

[49] 2,917 1,853 219,702 1

[85, 142] 1,000 20,301 214,574 7

[55, 80] 1,892 17,632 92,834 1
MovieLens  [52] 138,493 19,011 19,854,570 3
[25, 46, 68, 85, 92, 121, 142] 6,040 3,952 1M 5

[79] 671 9,066 100,004 1

[46, 80, 92] 943 1,682 100K 5

[49] 693 2,634 30,830 1

Yelp [78] 96,143 49,482 2,283,913 4
[77] 38,945 34,245 981,379 1

[25] 25,815 25,677 730,791 1

[80] 16,239 14,284 198,397 1

[29] 6,336 13,003 185K 5

[29] 5,170 12,997 144K 5

In fact, we have collected in Table 3 a sample of the datasets that appeared more
frequently in our analysis under the same name but, as it is obvious from the table,
where they do not correspond to the same data because their main statistics (num-
ber of users, items, interactions, or contextual dimensions) do not match as reported
by the authors.

On top of that, in contrast to classical recommender systems, there are not so
many libraries or frameworks focused on context. This forces every researcher to
start their implementations from scratch, taking decisions and introducing potential
deviations from other studies.

Finally, establishing reproducibility should be considered a standard in applied
machine learning. Over the years, there has been an increasing trend, likely due
to reproducibility becoming an evaluation criterion for conferences, as depicted in
Figure 21. This offers an advantage by enabling other researchers to reproduce results
to a certain extent. However, the community should strive to elevate the level of
reproducibility by incorporating hyper-optimization, evaluation, data processing, and
baseline models. Otherwise, validating reported results becomes more challenging.

4.10 Future works

In Section 3.10, we outlined the primary future directions emphasized by the authors
of the reviewed studies, as well as the key aspects regarding the progression of the
field of context-aware recommender systems.

The most commonly suggested approach to enhance current techniques involves
expanding the contextual space and utilizing various data sources. This suggestion
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aims to improve personalization, enhance user comprehension, and identify user
intentions more accurately. However, it would require more data, one of the main
problems in this area, as highlighted in previous sections.

It is essential to note that one of the significant challenges highlighted by the
authors is the scalability of the existing solutions. This challenge conflicts with the
idea of expanding the contextual information space, since having more information
available usually requires more resources.

Additionally, a recurring solution proposed in many papers is the idea of cus-
tomizing the presented solutions. This highlights the importance of focusing on
designing better learning algorithms for specific tasks, rather than relying solely on
intricate and costly methods for marginal improvements. As a particular approach
towards customization, several authors express their intention to dedicate more effort
to extending their solutions to different domains, which comes as a result of CARS
are becoming more task-specific compared to their initial purpose. Considering the
architectures and Language Models experimented so far (including transformer, con-
volutional or recurrent neural networks, and LMMs based on small models), novel
techniques such as fine-tuning (especially for textual content) or arquitectures and
optimization approaches (graph neural networks or two-tower architectures) should
be considered to better adapt to specific contextual tasks.

Furthermore, the evaluation of recommender systems is a complex undertaking,
as discussed earlier. Therefore, various authors express their plans to conduct more
extensive experiments on the proposed approach in future works. This occurrence is
often due to the challenges in establishing standardized experimentation frameworks,
primarily attributed to the specific domains under study. We argue this is also a
consequence of the lack of standard datasets and public implementations of well-
known approaches, as evidenced in our reproducibility analysis.

5 Conclusions

Summary of main observations and lessons learned

In this work, we conducted a thorough examination through a methodical review
of 90 studies spanning from 2014 to 2024. By doing this, we aimed to contribute
insights into context-aware recommender systems. The primary objective was to aid
the research community in comprehending the effective integration of context into
the recommendation process. Through the four research questions formulated herein,
our objective was to uncover the real issues in the recommender systems field, the
types of exploited context, the commonly employed recommendation approaches,
and the use of evaluation methodologies across different domains.

A noteworthy observation relates to the insufficient coverage in understanding
the concept of context and its modeling in recommender systems. The multifaceted
nature of context, often perceived as an ill-defined and complex issue, stems from
ongoing debates surrounding its conceptualization. While some frameworks are
inching towards a common point, there remains a need for a unified set with a
standardized definition that can be universally embraced.

We categorized the recommendation approaches mentioned in the surveyed works
based on the algorithm families they fall into. Our observations indicate a predom-
inant reliance on deep learning models, with a notable emphasis on incorporating
attention mechanisms to underscore relevant contextual information. Conversely, fac-
torization machines and collaborative filtering techniques like tensor factorization
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still hold significance in managing high-dimensional contextual data. It is noteworthy
that certain studies have explored the combination of these families of algorithms,
aiming to achieve a more resilient and robust performance.

One of our main observations is related to the fact that the majority of context-
aware recommenders depend on modeling techniques to incorporate context into the
loop. This widespread preference is justified by its flexibility and effectiveness in
enhancing performance, making it a robust paradigm for integrating context. Such
approaches unveil concealed interactions between entities and contexts, pinpoint-
ing the relevant factors that contribute to the recommendation model’s contextual
understanding. Nevertheless, we have also noted instances where pre-filtering or
post-filtering techniques persist. The underlying rationale for such approaches is to
customize and simplify the complexity of the system by introducing more adaptable
stages into the process, aligning with the specific requirements of the application
domain.

Another important observation was that evaluation setups predominantly favored
offline assessments, emphasizing ranking metrics over error-based ones. Yet, the need
for incorporating metrics like novelty, diversity, and fairness is prominent, driven
partly by the absence of standardized datasets and evaluation methodologies specific
to context-aware recommender systems.

Domain-wise, context-aware recommender systems found substantial application
in multimedia and e-commerce, followed by domains like news, food, and social
networks. Conversely, domains such as books or e-documents were infrequently
considered for context-aware solutions.

Finally, we highlighted the significance of experimental reproducibility, by
underscoring the necessity for proper benchmarks to standardize the contextual
spectrum.

Challenges and limitations

In our study, we identified a number of promising research problems for which few
works exist so far and some inherent limitations of the existing literature:

® Lack of formal definition of contextual features: contextual characteristics may vary
based on factors like data nature, acquisition, integration, and usage. For instance,
determining the modeling assumptions regarding time as context poses questions
about its interactional or representational nature. The same happens with precisely
determining whether we encounter dynamism or observability features. On certain
occasions, deciding the specific scenario to which a context belongs becomes a
challenging task, highly dependent on the stage of the system being considered.

® Nowel and efficient methods: we have identified some recommendation approaches
that have been seldom used (e.g., reinforcement learning and bandits, topic mod-
eling, novel neural approaches). While the universal and multidimensional nature
of context may make applying any recommendation technique more difficult, the
main challenge that should be addressed is that of efficiency, both in terms of mem-
ory and time, as contextual interactions are inherently more sparse than traditional
non-contextual data.

® PBetter and more complete evaluation: more online or user studies are needed to
properly validate CARS. One particular challenge those evaluations may face is
how to adapt well-known protocols to contextual scenarios. Moreover, how to define
beyond-accuracy evaluation metrics could be an interesting challenge with lots of
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potential, even more if metrics are flexible and general enough to be applicable to
any context domain.

® Data heterogeneity: as discussed throughout our work, data scarcity is one of the
main limitations in current CARS research. Some researchers attempt to use syn-
thetic data specifically to have full control of all the variables, but it is necessary
to have real data with enough contextual attributes and values, and belonging to
different domains, to extend and generalize current approaches beyond standard,
small scenarios.

® Reproducible experimental settings: as it has happened in other areas, well-defined
experimental protocols and tools are needed to obtain scientific progress. Currently,
reproducibility in CARS is very limited, both in terms of baseline implementa-
tion, dataset variability, and evaluation frameworks. This challenge, when properly
assessed and addressed, could spark a significant advancement in scientific integrity
and trustworthiness. By establishing robust protocols for replication, the field
can ensure that findings are reliable and verifiable. This, in turn, could lead to
more accurate models and predictions, fostering a culture of transparency and
accountability that is essential for the progress of research.

Future directions

Beyond addressing the aforementioned challenges, based on the performed review, we
believe that future studies should significantly explore into a better understanding of
the various aspects of contextual information (acquisition, observability, dynamism,
and characterization) through providing transparent explanations. Future systems
might integrate methods for producing explanations that humans can understand,
elucidating the reasons behind particular recommendations through contextual rea-
soning. This area presents an opportunity for exploring and implementing LLM and
Transformer-based models. However, several key challenges faced by LL.Ms need to be
considered before being integrated in CARS. These challenges include hallucination
(vielding grammatically correct but potentially incomplete or outdated responses
based on statistical inference), limited knowledge, and ambiguous traceability, mak-
ing it difficult to discern if answers are factual or mere guesses drawn from the
training set. These issues can be mitigated through various strategies, such as incor-
porating knowledge graphs via ontologies, employing retrieval augmented generation
(enhancing input provided to the LLM by sourcing data from databases), utilizing
semantic search techniques, or integrating diverse data sources. Particularly in the
tourism domain, these approaches have demonstrated efficacy and serve as pioneer-
ing examples from which LLMs can gather insights. Hence, an exploration on these
aspects should extend to how effectively leverage such information for improved rec-
ommendations, while considering these challenges, in addition to the key task of
clearly structuring an appropriate and unified framework to define the nature of the
context.

Independently of having available a general context framework, another area
deserving greater attention from the research community is context suggestion. Rec-
ommending appropriate contexts based on user preferences and item characteristics
can not only improve the recommendation process but also enrich the explanations
and personalization provided. Recommending the correct context at the right time
can significantly enhance the user experience. Additionally, through context sug-
gestion, a predetermined list of contexts can be prioritized and suggested to users,
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allowing for the inference of their preferences across different contexts based on their
interactions. This can also aid users in making informed decisions.

Moreover, the pursuit of concepts such as explainability, diversity, and fairness
through models utilizing causal inference represents a promising research avenue. It is
essential for uncovering causal relationships and subsequently utilizing the acquired
causal insights to improve recommendation systems.

Looking ahead, the future trajectory in this field should explore techniques that
expand the contextual space, leveraging diverse data sources while considering scala-
bility. By considering the last developments in this area applied to research projects
in the field, the use of virtual reality in some of the domains discussed in our review,
such as tourism or cultural heritage, would be a worth direction for the future; in
particular, to integrate context modeling and personalization techniques within such
technology, something that has been explored by other researchers, as in [143], but
without the contextual dimension. Moreover, on the same domain of cultural heritage
and applied to a European project called SPICE?, the concept of citizen curation
has been recently coined to allow citizens use their interpretations to support social
cohesion across groups [144]. In fact, as already discussed from a broader perspec-
tive, such scenarios would benefit greatly from the use of contextual recommendation
approaches, as they would be able to exploit social, technical, and geographical con-
texts of the citizens, key dimensions recognized in the literature to define the problem
space [145]. Furthermore, a shift towards task-specific context-aware recommender
systems is anticipated to sustain the vibrancy of this field in the coming years.
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