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Introduction
●What is  a  vide ogame  / vide o game ?
● What is  a  re comme nde r sys te m?
● The  ne e d  for re comme nde r sys te ms  in game  

d is tribution pla tforms .
Total slides: 52
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What is a video game?
Examples of video games
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What is a video game?
…but also examples of video games…
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What is a video game?
…and more examples of videogames
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The video game industry
Digital Entertainment and Retail association revenue data
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What is Steam, and why?
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What is Steam, and why?
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✓ Public  API (Ste amworks  We b API)

✓ Curre ntly the  b igge s t use r base

✓ Re gis te rs  use r playtime



The video game industry
Steam, PlayStation, Xbox and Epic Games
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Steam kept growing after 2022

Source: SteamSpy (29/5/2023)
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Nob od y h a s  e noug h  t im e  to  c h e c k
a ll o f th e s e  g a m e s  ou t !



What is a recommender system?

Ite m  1

Ite m  2

Ite m  3

Ite m  4

Us e r Re c om m e nd e r 
s ys te m
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Content based filtering
Uses item attributes

Collaborative filtering
Using s imila r use r’s  inte rac tionsHybrid

A mix of both approache s

Main types of recommender systems
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Imagine entering a library…

…but none of these were ordered. 13But e ve n if the y a re ?



Tags only help you find a specific genre or theme

Like an ordered library

Good e nough! But we 
can do better.  Use rs  
ne e d  to:

● Manually che ck the  
ge nre /the me

● Unable  to s e arch for 
multiple  tags  from 
he re

● Some  are  ve ry vague  
(“Racing”, “Milita ry”)
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The need for recommender systems

🚩🚩>68,000 games on Steam as of last month

🚩🚩>800 ne w game s  pe r month

🚩🚩Not e nough time  to che ck if you a re  inte re s te d  
in e ve ry game

🚩🚩Ste am has  the  Discove ry Que ue , but mos tly 
shows  popula r game s
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Steam solved this issue, but…
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Steam interactive recommender
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Our solution
A Videogame Recommender System
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User = player

Who we are trying to 
pre d ic t for.

Concepts

Item = game

What we  a re  trying to 
pre d ic t.

Playtime

The  ‘interest’  of a 
player in a game

19



Structure of the project

01

Sourcing our 
data
Steamworks API, 
crawl use r librarie s  
s ta rting from re vie ws

02

Filtering and 
preprocessing
Ge t a  subse t of 
use rs , and  de fine  
‘inte re s t’

03

Recommender 
systems
Built from s cra tch, both 
collabora tive  filte ring 
and  conte nt bas e d

04

Experiments 
and results
Te s t aga ins t our 
subse t of use rs
(from 02)

datasketchsteamreviews
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Sourcing our data

Solutions:
1. Te s t random va lid  Ste amIDs  and  se e  if the y e xis t 

(not time  e ffic ie nt)
2 . Scrape  online  use rs  from the ir we bs ite  (might ge t 

banne d  from Ste am / too s low)
3. Crawl reviews from selected games from their 

API (the most compliant, efficient way)
21

No way to get a list of Steam users directly. 



Manually select 
games

Pick popular games to 
get a good amount of 

different gamers.

01

Sourcing our data

02
Crawl all available 

reviews of the 
games

Ge t the  use rs  who 
re vie we d the se  game s

03

Store user and 
game data

Use r da ta  inc lude s  the ir 
Ste amID and  the  numbe r 

of game s  owne d

04

Gather user libraries

We  can filte r out priva te  
use rs  and  those  with 

priva te  game  lis ts , 
inc luding playtime s

But why not crawl the reviews of these users
instead of using playtimes?
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Why not crawl reviews of a user?

Unable to crawl all reviews of a particular user
but…

● Users do not leave reviews for all of their games
● “Troll” reviews
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Examples of reviews in FIFA 23

3 4 8 h  =  un in te re s te d ?
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Why use playtimes
PROS

1. People have limited time: if they spend it in game A 
rather than game B, it hints they prefer it

2. We can get all playtimes, unlike all reviews

3. Not all games are reviewed, neither positively or 
negatively

CONS
1. You might get burned out after 500h in a game
2. Some people need 20 hours to find out if they 

dislike a game
3. Some games (e.g. Strategy/Simulation games) 

take a lot of time to play, but might not be as 
interesting to the user as smaller, shorter games 
(e.g. Adventure games) 25



Gathering item attributes

Details
Name, price, 

controller support, 
Mac OS support, 

release date...

Tags
User-defined, 

ordered by  
priority

Developers 
and publishersGenres and 

categories
Limited, 

unweighted

Content-Based 
recommender systems

● Hypothe s is : if a  game  is  
ve ry s imila r to anothe r, a  
us e r might be  inte re s te d  in 
it

● Ste am provide s  information 
about game s
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Our data
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Tags and IDF: an hypothesis
IDF (Inverse Document Frequency)

IDF = In documents, IDF penalizes terms 
tha t a re  too fre que nt whe n ranking 
docume nts  in s e arch e ngine s , like  Google

Hypothesis:
“If a  tag is  too common, it  might not 
be  too use ful for us”

Tags
User-defined, 

ordered by  
priority

uncommon too common
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Defining and normalizing “interest”
Formal explanation Different normalization techniques

Let u be a user (or player) and i be an item (or game).
Let us define the function I(u, i) as the interest a user u has 
over the item i,which yields a value between 0 and 1, 
where 0 means no interest and 1 means maximum interest.

Then we can define “implicit interest” as the play time 
spent by a player u playing game i, normalized from 0 to 
1, where I(u, i) = 1 (“the game the player is most 
interested in”) is the game with the highest playtime.

For example, if user u has three games i1, i2 and i3 with 
playtimes of I(u,i1), I(u,i2) and I(u,i3) of 100h, 50h and 20h 
respectively, then I(u,i1) = 1 and I(u,i2), I(u,i3) will be 
based on the user’s maximum playtime / interest, I(u,i1) in 
our case.
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In other words…

We  de fine  the  inte re s t ove r a  game , for 
e ach use r, as  the  time  the y have  spe nt 
playing tha t game  re la tive  to the ir mos t 

playe d  game

Defining and normalizing “interest”
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Different normalizations techniques
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Linear Logarithmic Square Root



MinHash, LSH Ensemble and similarity

Quick way of finding similar items: MinHash LSH, which approximates Jaccard and 
indexes those matches above a threshold    (saves all matches of Jaccard > )

But Jaccard penalizes big sets, which might contain more information…

LSH Ensemble
by Erkang Zhu

Jaccard similarity
“The number of 
items in common 
divided by the 
number of items of 
both sets”
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Collaborative filtering (CF): relevant games

User X library

ELDEN RING 100h

Counte r-Strike 80h

Baldur’s  Gate 40h

RimWorld 10h

Subnautica 5h

User X MinHash

ELDEN RING

Counte r-Strike

When MinHashing and using the LSH 
Ensemble, we can take top games

>60% of max playtime
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Collaborative filtering (CF): similarity
We want similar users to our 
ta rge t: LSH Ense mble  to 
filte r out unwante d  use rs

Target user

The n apply one  of the se  func tions , taking into 
account e ve ry owne d  game  whe re  Ru,i  is  the  
ra ting of a  use r ove r an ite m:

“Just multiply ratings”

“Take into account 
the total time spent 
in all games”

“Same as before, 
but use average 
ratings into 
account”

Remember: ratings = interest = playtime 
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Collaborative filtering (CF): scoring

1
2
3

N = number of games to recommend
K = number of similar users to use

1. Pick the top K similar users according to the selected method 
(which internally uses the LSH Ensemble)

2. Keep track of a dictionary game -> score
3. For user  in all K similar users:

a. Get all games of user
i. game  +=  interest(user)  ✖ similarity(user, target) 2

4 . Orde r the  lis t of game s  and  re turn top N
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Content-Based Filtering (CBF): finding games
Find the “preferred” game of the user

User Y library

Action, RPG 100h

Horror, Action 80h

Racing, Sports 40h

Adventure, Indie 10h

Sports, Indie 5h

User Y attribute weight map

Action 180h

RPG 100h

Horror 80h

Sports 45h

Racing 40h

Indie 15h

Adventure 10h
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Content-Based filtering (CBF): similarity
Only with tags:  To score tags we can adapt our 
CF, but instead of Ru,i  be ing the  ra ting of a  use r 
ove r an ite m, it’s  ite m’s  we ight of a  tag:

“Just multiply weights”

“Penalize those with 
many tags”

“Penalize tags with 
low priority (bad!)”

Same as before, but we 
take item attributes 
(tags, genres, etc.) and 
tweak the LSH 
Ensemble threshold
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Content-Based Filtering: scoring

1
2
3

N = number of games to recommend
“Preferred game” = our item weight map

LSH threshold: t  = “game s  above  this  approx. J accard  
s imila rity”

1. Pick the  s imila r game s  above  the  LSH thre shold  t  to our 
“pre fe rre d  game ”

2. For game  in a ll K s imila r game s :
a. game  s core  = the  re a l s imila rity to our “pre fe rre d  

game ”
3 . Orde r the  lis t of game s  by the ir s core  and  re turn top N
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Preferred game

Action 180h

RPG 100h

Horror 80h

Sports 45h

Racing 40h

Indie 15h

Advent. 10h



Structuring our data

PlayerGamesPlaytime

Game Tags

Game Ge nre s

Game Cate gorie s

Game De ve lope rs

Game Publishe rs

Game De ta ils
39



Recommender systems

PlayerGamesPlaytime

Game Tags

Game Ge nre s

Game Cate gorie s

Game De ve lope rs

Content based

Game Publishe rs

Game De ta ils

Collaborative filtering

Except for specific 
methods, our Content 
Based Recommender 
System class takes 
care of all of the logic
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Experiments and results:
Measuring accuracy

RecallPre c is ion

Split 80% / 20%

Our two ways to measure accuracy:
(Always at 5, 10 or 20 top results)
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We  will a lso me asure  time  e ffic ie ncy



Extracting a subset

Games with >10 
owners

Users with >30 
games

Our subset
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Baseline

Anything close or below 0.0046 in precision at 5 
or be low 0 .0014  on re ca ll a t 5 me ans  it  pe rforms  wors e  

than our random re comme nde r

P@K = Precision at K. R@K = Recall at K
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Our findings: Content Based Filtering
Top results for Content Based Filtering

Separated by each recommender system:
t  me ans  the  LSH e nse mble  thre shold
w idf  me ans  the  we ight for our “IDF hypothe s is”
Unde rscore d  highlights  the  be s t combina tion for e ach re comme nde r sys te m
Bold highlights  the  be s t ove ra ll for Conte nt Base d  Filte ring
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Our IDF hypothesis: is it useful?

It has proven to be useful across different combinations
Boosting the scores of uncommon tags =better results. 45



CBF: precision and recall vs time

Precision and recall resemble
e xe cution time  logarithmica lly for 
ge nre s  and  ca te gorie s  
the  more  incre ase  the  thre shold
(le s s  ite ms  to che ck)
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Same happens for our Game Tags based recommender system
(Cos ine  and  Pe arson graphs  omitte d  for b re vity)

CBF: precision and recall vs time
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Our findings: Collaborative Filtering
Results for Collaborative Filtering

Separated by each recommender system
t , the  LSH e nse mble  thre shold
t rel  me ans  the  minimum playtime  re la tive  to the  top playe d  game  for a  use r to inc lude  it 
in the  MinHash
Unde rscore d  highlights  the  be s t combina tion for e ach re comme nde r sys te m
Bold highlights  the  be s t ove ra ll for Collabora tive  Filte ring

We picked t rel = 0.6 and t = 0.8 because our 
results at 10 and 20 were better, and the time 

to execute was the lowest for Pearson.
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Content-Based vs Collaborative

49



Concluding remarks
Implemented from scratch:
● Data  c rawle r (us ing SQL)
● Tag sc rappe r (us ing Scrapy)
● Playtime  normalize r
● Re comme nde r Sys te ms
● Own e xpe rime nts
We  found  out CF outpe rforms  CBF, but furthe r 
optimiza tions  could  make  e ve rything viab le .
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Future work
● We would have loved testing more LSH Ensemble 

thresholds to see if time efficiency is worth lower precision
● More data and comparers, as well as more sophisticated 

methods (like Artificial Intelligence, specially in our Game 
Details recommender system)

● We would like to see the performance and precision impact 
of LSH Ensemble in different domains (music, movies, etc.)

● Real-world deployment and viability
● Further optimization + Using our recommender systems as 

baselines for performance
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The end
Thanks for your attention!

Presentation by Jorge González Gómez. Special thanks to Alejandro Bellogin
To the  e xte nt pos s ib le  unde r law, J ORGE GONZALEZ GOMEZ has  waive d  a ll copyright and  re la te d  or ne ighboring rights  to Build ing a  
vide ogame  re comme ndation s ys te m from s cra tch bas e d  on us e r and  game  da ta  -  Pre s e nta tion. This  work is  pub lis he d  from: Es paña .



Personal example of discovery queue
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More examples of “troll” reviews
Zombie game: troll reviews, or they really like it?
And “how much” do the y like  it?

Cave a t: unab le  to de te rmine  if pe ople  
with 0 .6hrs  a re  more  inte re s te d  than 
one  with 11.2hrs  who ac tua lly d is like d  
the  game

Longer reviews are not 
trolls, but do they like 
the game more than the 
player with 453 hrs?
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Different hybrid approaches
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