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ABSTRACT

Recommender Systems have shown to be an effective way to alle-
viate the over-choice problem and provide accurate and tailored
recommendations. However, the impressive number of proposed
recommendation algorithms, splitting strategies, evaluation pro-
tocols, metrics, and tasks, has made rigorous experimental evalua-
tion particularly challenging. Puzzled and frustrated by the continu-
ous recreation of appropriate evaluation benchmarks, experimental
pipelines, hyperparameter optimization, and evaluation procedures,
we have developed an exhaustive framework to address such needs.
Elliot is a comprehensive recommendation framework that aims
to run and reproduce an entire experimental pipeline by processing
a simple configuration file. The framework loads, filters, and splits
the data considering a vast set of strategies (13 splitting methods
and 8 filtering approaches, from temporal training-test splitting to
nested K-folds Cross-Validation). Elliot1 optimizes hyperparam-
eters (51 strategies) for several recommendation algorithms (50),
selects the best models, compares themwith the baselines providing
intra-model statistics, computes metrics (36) spanning from accu-
racy to beyond-accuracy, bias, and fairness, and conducts statistical
analysis (Wilcoxon and Paired t-test).2

CCS CONCEPTS

• Information systems → Recommender systems; Collabora-
tive filtering; • Computing methodologies→ Learning from im-
plicit feedback; Neural networks; Factorization methods.
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1 INTRODUCTION

In the last decade, Recommendation Systems (RSs) have gained
momentum as the pivotal choice for personalized decision-support
systems. Recommendation is essentially a retrieval task where a
catalog of items is ranked and the top-scoring items are presented
to the user [58]. Once it was demonstrated their ability to provide
personalized items to clients, both Academia and Industry devoted
their attention to RSs [4, 13, 66, 67]. This collective effort resulted in
an impressive number of recommendation algorithms, ranging from
memory-based [85] to latent factor-based [21, 29, 55, 76], and deep
learning-based methods [63, 97]. At the same time, the RS research
community became conscious that accuracy was not sufficient to
guarantee user satisfaction [71]. Novelty and diversity [17, 46, 93]
came into play as new dimensions to be analyzed when comparing
algorithms. However, this was only the first step in the direction of
a more comprehensive evaluation of RSs. Indeed, more recently, the
presence of biased [9, 107] and unfair [23, 25, 26] recommendations
towards user groups and item categories has been widely investi-
gated. In fact, RSs have been widely studied and applied in various
domains and tasks, with different (and often contradicting in their
hypotheses) splittingpreprocessing strategies [16]fitting the specific
scenario. Moreover, machine learning (and recently also deep learn-
ing) techniques are prominent in algorithmic research and require
their hyperparameter optimization strategies and procedures [6, 92].

The abundance of possible choices generated much confusion
about choosing the correct baselines, conducting the hyperparam-
eter optimization and the experimental evaluation [81, 82], and re-
porting the details of the adopted procedure. Consequently, two
major concerns arose: unreproducible evaluation and unfair compar-
isons [88].On the onehand, thenegative effect of unfair comparisons
is that various proposed recommendation models have been com-
pared with suboptimal baselines [22, 79]. On the other hand, in a re-
cent study[22], ithasbeenshownthatonlyone-thirdof thepublished
experimental results are, in fact, reproducible. Progressively, the RS
community has welcomed the emergence of recommendation, eval-
uation, and even hyperparameter tuning frameworks [15, 24, 31, 88,
93]. However,facilitating reproducibility or extending the provided
functionality would typically depend on developing bash scripts or
programming on whatever language each framework is written.

This work introduces Elliot, a novel kind of recommendation
framework, to overcome these obstacles. The framework analyzes
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the recommendation problem from the researcher’s perspective. In-
deed, Elliot conducts a whole experiment, from dataset loading to
results gathering. The core idea is to feed the systemwith a simple
and straightforward configuration file that drives the framework
through the experimental setting choices. Elliot natively provides
for widespread research evaluation features, like the analysis of
multiple cut-offs and several RSs (50). According to the recommen-
dation model, the framework allows, to date, the choice among 27
similarities, the definition of multiple neural architectures, and 51
hyperparameter tuningcombinedapproaches,unleashing the full po-
tential of the HyperOpt library [15]. To enable the evaluation for the
diverse tasks and domains, Elliot supplies 36metrics (including Ac-
curacy, Error-based, Coverage, Novelty, Diversity, Bias, and Fairness
metrics), 13 splitting strategies, and 8 prefiltering policies. The frame-
work can alsomeasure to what extent the RS results are significantly
different from each other, providing the paired t-test andWilcoxon
statistical hypothesis tests. Finally,Elliot lets the researcher quickly
build their models and include them in the experiment.

2 PRIORWORK

Background. RS evaluation is an active, ever-growing research
topic related to reproducibility, which is a cornerstone of the scien-
tific process as identified byKonstan andAdomavicius [53]. Recently
researchers have taken a closer look at this problem, in particular
because depending on howwell we evaluate and assess the efficacy
of a system, the significance and impact of such results will increase.

Some researchers argue that to enhance reproducibility, and to
facilitate fair comparisons between different works (either frame-
works, research papers, or published artifacts), at least the following
four stages must be identified within the evaluation protocol [81]:
data splitting, item recommendations, candidate item generation, and
performance measurement. In a recent work [11], these stages have
been completed with dataset collection and statistical testing. Some
of these stages can be further categorized, such as performance mea-
surement, depending on the performance dimension to be analyzed
(e.g., ranking vs error, accuracy vs diversity, and so on).

In fact, the importanceand relevanceof the aforementioned stages
have been validated in recent works; however, even though most
of the RS literature has been focused on the impact of the item rec-
ommendation stage as an isolated component, this is far from being
the only driver that affects RS performance or the only component
impacting on its potential for reproducibility. In particular, Meng
et al. [72] survey recent works in the area and conclude that no stan-
dard splitting strategy exists, in terms of random vs temporal splits;
furthermore, the authors found that the selection of the splitting
strategy can have a strong impact on the results. Previously, Campos
et al. [16] categorized and experimented with several variations of
randomand temporal splitting strategies, evidencing the same incon-
sistency in the results. Regarding the candidate item generation, it
was first shown [10] that different strategies selecting the candidate
items to be ranked by the recommendation algorithmmay produce
results that are orders of magnitude away from each other; this was
later confirmed [81] in the context of benchmarking recommenda-
tion frameworks. Recentworks [58, 62] evidenced that some of these
strategies selecting the candidate items may introduce inconsistent
measurements which should, hence, not be trusted.

Finally, depending on the recommendation task and main goal
of the RS, several performance dimensions, sometimes contradict-
ing, can be assessed. For a classical overview of these dimensions,
we refer the reader to Gunawardana and Shani [32], where met-
rics accounting for prediction accuracy, coverage, confidence, trust,
novelty, diversity, serendipity, and so on are defined and compared.
However, to thebest of ourknowledge, there isnopublic implementa-
tion providing more than one or two of these dimensions. Moreover,
recently the community has considered additional dimensions such
as bias (in particular, popularity bias [1]) and fairness [26]. These
dimensions are gaining attention, and several metrics addressing dif-
ferent subtleties are being proposed, but no clear winner or standard
definition emerged so far – as a consequence, the community lacks
an established implementation of these novel evaluation dimensions.
Related Frameworks. Reproducibility is the keystone of modern
RSs research. Dacrema et al. [22] and Rendle et al. [78] have recently
raised the need of comprehensive and fair recommender model
evaluation. Their argument on the outperforming recommendation
accuracy of latent-factor models over deep-neural ones, when an ex-
tensivehyper-parameter tuningwasperformed,made it essential the
development of novel recommendation frameworks. Starting from
2011,Mymedialite [31], LensKit [24, 27], LightFM [59], RankSys [93],
and Surprise [45], have formed the basic software for rapid proto-
typing and testing of recommendation models, thanks to an easy-to-
use model execution and the implementation of standard accuracy,
and beyond-accuracy, evaluation measures and splitting techniques.
However, the outstanding success and the community interests in
deep learning (DL) recommendationmodels, raisedneed for novel in-
struments.LibRec [33], Spotlight [60], andOpenRec [100]are thefirst
open-source projects that made DL-based recommenders available –
with less than a dozen of availablemodels without filtering, splitting,
and hyper-optimization tuning strategies. An important step to-
wardsmore exhaustive and up-to-date set ofmodel implementations
have been released with RecQ [102], DeepRec [35], and Cornac [83]
frameworks. However, they do not provide a general tool for ex-
tensive experiments on the pre-elaboration and the evaluation of a
dataset. Indeed, after the reproducibility hype [22, 78], DaisyRec [88]
and RecBole [105] raised the bar of framework capabilities, making
available both large set of models, data filtering/splitting operations
and, above all, hyper-parameter tuning features. However, we found
a significant gap in splitting and filtering capabilities, in addition to
a complete lack of two nowadays popular (even critical) aspects of
recommendation performance: biases and fairness. Reviewing these
related frameworks, emergedastriking lackofanopen-sourcerecom-
mendation framework able to perform by design an extensive set of
pre-elaboration operations, to support several hyperparameters opti-
mization strategies and multiple sets of evaluation measures, which
include bias and fairness ones, supported by statistical significance
tests – a feature absent in other frameworks (as of February 2021).
Elliotmeets all these needs. Table 1 gives an overview of the frame-
works and to which extent they satisfy the mentioned requirements.

3 ELLIOT

Elliot is an extensible framework composed of eight functional
modules, each of them responsible for a specific step of an exper-
imental recommendation process. What happens under the hood
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Figure 1: Overview of Elliot.

(Figure 1) is transparent to the user, who is only expected to pro-
vide human-level experimental flow details using a customizable
configuration file. Accordingly, Elliot builds the overall pipeline.
The following sections deepen into the details of the eight Elliot’s
modules and outline the preparation of a configuration file.

3.1 Data Preparation

TheDatamodules are responsible for handling and managing the
experiment input, supporting various additional information, e.g.,
item features, visual embeddings, and images. After being loaded by
the Loading module, the input data is taken over by Prefiltering and
Splitting modules whose strategies are reported in Table 1.
3.1.1 Loading. RSs experiments could require different data
sources such as user-item feedback or additional side information,
e.g., the visual features of an item images. To fulfill these require-
ments, Elliot comes with different implementations of the Loading
module.Additionally, theuser candesign computationally expensive
prefiltering and splitting procedures that can be stored and loaded
to save future computation. Data-driven extensions can handle ad-
ditional data like visual features [19, 51], and semantic features ex-
tracted from knowledge graphs [7]. Once a side-information-aware
Loadingmodule is chosen, it filters out the items devoiding the re-
quired information to grant a fair comparison.
3.1.2 Prefiltering. After data loading, Elliot provides data fil-
tering operations through two possible strategies. The first strategy
implemented in the Prefiltering module is Filter-by-rating, which
drops off a user-item interaction if the preference score is smaller
than a given threshold. It can be (i) a Numerical value, e.g., 3.5, (ii)
a Distributional detail, e.g., global rating average value, or (iii) a
user-based distributional (User Dist.) value, e.g., user’s average rat-
ing value. The second prefiltering strategy, 𝑘-core, filters out users,
items, or both, with less than 𝑘 recorded interactions. The 𝑘-core
strategy can proceed iteratively (Iterative 𝑘-core) on both users and
items until the 𝑘-core filtering condition is met, i.e., all the users and
items have at least 𝑘 recorded interaction. Since reaching such con-
dition might be intractable, Elliot allows specifying the maximum
number of iterations (Iter-𝑛-rounds). Finally, the Cold-Users filtering
feature allows retaining cold-users only.

3.1.3 Splitting. If needed, the data is served to the Splittingmod-
ule. In detail, Elliot provides (i) Temporal, (ii) Random, and (iii) Fix
strategies. The Temporal strategy splits the user-item interactions
based on the transaction timestamp, i.e., fixing the timestamp, find-
ing the optimal one [8, 12], or adopting a hold-out (HO) mechanism.
The Random strategy includes hold-out (HO),𝐾-repeated hold-out
(K-HO), andcross-validation (CV ).Table1provides furtherconfigura-
tion details. Finally, the Fix strategy exploits a precomputed splitting.

3.2 RecommendationModels

After data loading and pre-elaborations, Recommendationmodule
(Figure1)provides the functionalities to train (andrestore) theElliot
recommendation models and the new ones integrated by users.
3.2.1 ImplementedModels. Elliot integrates, to date, 50 rec-
ommendation models (see Table 1) partitioned into two sets. The
first set includes 38 popular models implemented in at least two of
frameworks reviewed in this work (i.e., adopting a framework-wise
popularity notion). Table 1 shows that Elliot is the framework cov-
ering the largest number of popularmodels, with 30models out of 38,
i.e., 79%. The second set comprises otherwell-known state-of-the-art
recommendation models implemented in less than two frameworks,
namely, BPRSLIM[73],ConvNCF [39],NPR [74],MultiDAE [63], and
NAIS [41], graph-learning based, i.e., NGCF [96], and LightGCN [38],
visual-based, i.e., VBPR [36], DeepStyle [65], DVBPR [51], ACF [19],
and VNPR [74], adversarial-robust, i.e., APR [40] and AMR [89],
generative adversarial network (GAN)-based, i.e., IRGAN [95] and
CFGAN [18], content-aware, i.e., Attribute-I-𝑘NN and -U-𝑘NN [31],
VSM [5, 75], Wide & Deep [20], and KaHFM [7] recommenders.
3.2.2 Hyper-parameter Tuning. Hyperparameter tuning is an
ingredient of the recommendation model training that definitely in-
fluences its performance [78].ElliotprovidesGridSearch,Simulated
Annealing,BayesianOptimization, andRandomSearch strategies. Fur-
thermore,Elliot allowsperforming four traversing strategies across
the search space defined in each recommendation model configura-
tion. When the user details the possible hyperparameters (as a list)
without specifying a search strategy, Elliot automatically performs
an exhaustiveGrid Search. Elliotmay exploit the full potential of
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DaisyRec [88] 8 8 0
Elliot 11 3 3 2 3 10 4 36 ✓ ✓ 2



theHyperOpt [15] library by considering all its sampling strategies.
Table 1 summarizes the available Search Strategies and Search Spaces.

3.3 Performance Evaluation

After the trainingphase,Elliot continues its operations, evaluating
recommendations. Figure 1 indicates this phase with two distinct
evaluation modules: Metrics and Statistical Tests.
3.3.1 Metrics. Elliot provides 36 evaluation metrics (see Ta-
ble 1), partitioned into seven families: Accuracy [86, 106], Error,
Coverage,Novelty [94],Diversity [103], Bias [2, 3, 91, 101, 109], and
Fairness [23, 108]. It is worth mentioning that Elliot is the frame-
work that exposes both the largest number of metrics and the only
one considering bias and fairness measures. Moreover, the user can
choose any metric to drive the model selection and the tuning.
3.3.2 Statistical Tests. Table 1 shows that the reviewed related
frameworks miss statistical hypothesis tests. This is probably due
to the need to compute fine-grained (e.g., per-user or per-partition)
results and retain them for each recommendation model. It implies
that the framework should be designed for multi-recommender eval-
uation and handling the fine-grained results. Elliot brings the op-
portunity to compute two statistical hypothesis tests, i.e.,Wilcoxon
and Paired t-test, activating a flag in the configuration file.

3.4 Framework Outcomes

When the experiment finishes, it is time for Elliot to collect the
results through the Output module in Figure 1. Elliot gives the
possibility to store three classes of output reports: (i) Performance
Tables, (ii)ModelWeights, and (iii) Recommendation Lists. The former
consist of spreadsheets (in a tab-separated-value format) with all the
metric values computed on the test set for every recommendation
model specified in the configuration file. The tables comprise cut-off
specific andmodel-specific tables (i.e., considering each combination
of the explored parameters). The user can also choose to store tables
with the triple format, i.e., <Model, Metric, Value>. Tables also include
cut-off-specific statistical hypothesis tests and a JSON file that sum-
marizes the best model parameters. Optionally, Elliot saves model
weights to avoid future re-training of the recommender. Finally, El-
liot stores the top-𝑘 recommendation lists for each model adopting
a tab-separated <User, Item, Predicted Score> triple-based format.

3.5 Preparation of the Experiment

The operation of Elliot is triggered by a single configuration
file written in YAML. Configuration 1 shows a toy example of a
configuration file. The first section details the data loading, filter-
ing, and splitting information as defined in Section 3.1. The models
section represents the recommendation models configuration, e.g.,
Item-𝑘NN, described in Section 3.2.1. Here, themodel-specific hyper-
parameter optimization strategies are specified (Section 3.2.2), e.g.,
the grid-search in Configuration 1. The evaluation section details
the evaluation strategy with the desired metrics (Section 3.3), e.g.,
nDCG in the toy example. Finally, save_recs and top_k keys detail,
for example, theOutputmodule abilities described in Section 3.4. It is
worth noticing that, to the best of our knowledge, Elliot is the only
framework able to run an extensive set of reproducible experiments
bymerely preparing a single configuration file. Section 4 exemplifies
two real experimental scenarios commenting on the salient parts of
the configuration files.

Configuration 1: hello_world.yml

experiment:
dataset: movielens_1m
data_config:
strategy: dataset
dataset_path: ../data/movielens_1m/dataset.tsv

splitting:
test_splitting:

strategy: random_subsampling
test_ratio: 0.2

models:
ItemKNN:
meta:
hyper_opt_alg: grid
save_recs: True

neighbors: [50, 100]
similarity: cosine

evaluation:
simple_metrics: [nDCG]

top_k: 10

4 EXPERIMENTAL SCENARIOS

We illustrate how to prepare, execute and evaluate a basic and a
more advanced experimental scenario with Elliot.

4.1 Basic Configuration

Experiment. In the first scenario, the experiments require compar-
ing a group of RSs whose parameters are optimized via a grid-search.
Configuration 2 specifies the data loading information, i.e., semantic
features source files, in addition to the filtering and splitting strate-
gies. In particular, the latter supplies an entirely automated way
of preprocessing the dataset, which is often a time-consuming and
non-easily-reproducible phase. The simple_metrics field allows
computing accuracy and beyond-accuracy metrics, with two top-
𝑘 cut-off values (5 and 10) by merely inserting the list of desired
measures, e.g., [Precision, nDCG, ...]. The knowledge-aware
recommendation model, AttributeItemKNN, is compared against
two baselines: Random and ItemKNN, alongwith a user-implemented
model that is external.MostPop. The configuration makes use of
Elliot’s feature of conducting a grid search-based hyperparameter
optimization strategy by merely passing a list of possible hyper-
parameter values, e.g., neighbors: [50, 70, 100]. The reported
models are selected according to nDCG@10.
Results. Table 2 displays a portion of experimental results gener-
ated by feeding Elliotwith the configuration file. The table reports
four metric values computed on recommendation lists at cutoffs 5
and 10 generated by the models selected after the hyperparameter
tuning phase. For instance, Attribute-I-𝑘NNmodel reports values for
the configuration with neighbors set to 100 and similarity set to
braycurtis. Table 2 confirms some common findings: the item cov-
erage value (𝐼𝐶𝑜𝑣@10) of an Attribute-I-𝑘NNmodel is higher than
the one measured on I-𝑘NN, and I-𝑘NN is the most accurate model.

4.2 Advanced Configuration

Experiment. The second scenario depicts a more complex exper-
imental setting. In Configuration 3, the user specifies an elaborate
data splitting strategy, i.e., random_subsampling (for test splitting)
and random_cross_validation (for model selection), by setting
few splitting configuration fields. Configuration 3 does not provide a
cut-off value, and thus a top-𝑘 field value of 50 is assumed as the cut-
off. Moreover, the evaluation section includes the UserMADrating



Configuration 2: basic_configuration.yml

experiment:
dataset: cat_dbpedia_movielens_1m
data_config:

strategy: dataset
dataloader: KnowledgeChainsLoader
dataset_path: <...>/dataset.tsv
side_information:

<...>
prefiltering:

strategy: user_average
splitting:

test_splitting:
strategy: temporal_hold_out
test_ratio: 0.2

<...>
external_models_path: ../external/models/__init__.py
models:

Random:
<...>

external.MostPop:
<...>

AttributeItemKNN:
neighbors: [50, 70, 100]
similarity: [braycurtis, manhattan]
<...>

evaluation:
cutoffs: [10, 5]
evaluation: [nDCG, Precision, ItemCoverage, EPC, Gini]
relevance_threshold: 1

top_k: 50

https://github.com/sisinflab/elliot/blob/master/config_files/basic_configuration.yml

Table 2: Experimental results for Configuration 2.

Model nDCG@5 ICov@5 nDCG@10 ICov@10
Random 0.0098 3197 0.0056 3197
MostPop 0.0699 68 0.0728 96
I-kNN 0.0791 448 0.0837 710
Attribute-I-𝑘NN 0.0464 1575 0.0485 2102

metric. Elliot considers it as a complexmetric since it requires addi-
tional arguments (as shown in Configuration 3). The user also wants
to implement amore advanced hyperparameter tuning optimization.
For instance, regarding NeuMF, Bayesian optimization using Tree of
Parzen Estimators [14] is required (i.e., hyper_opt_alg: tpe) with
a logarithmic uniform sampling for the learning rate search space.
Moreover, Elliot allows considering complex neural architecture
search spaces by inserting lists of tuples. For instance, (32, 16, 8)
indicates that the neural network consists of three hidden layers
with 32, 16, and 8 units, respectively.
Results. Table 3 provides a summary of the experimental results ob-
tained feeding Elliotwith Configuration 3. Even here, the columns
report the values for all the considered metrics (simple and complex
metrics). Configuration 3 also requires statistical hypothesis tests.
Therefore, the table reports theWilcoxon-test outcome (computed on
pairs of models with their best configuration). MultiVAE, coherently
with the literature, outperforms the other baselines.

5 CONCLUSION

Elliot is a framework that examines the recommendation pro-
cess from an RS researcher’s perspective. It requires the user just
to compile a flexible configuration file to conduct a rigorous and
reproducible experimental evaluation. The framework provides sev-
eral loading, prefiltering, splitting, hyperparameter optimization

Configuration 3: advanced_configuration.yml

experiment:
dataset: movielens_1m
data_config:

strategy: dataset
dataset_path: <...>/dataset.tsv

prefiltering:
strategy: iterative_k_core
core: 10

splitting:
test_splitting:

strategy: random_subsampling
test_ratio: 0.2

validation_splitting:
strategy: random_cross_validation
folds: 5

models:
BPRMF:

<...>
NeuMF:

meta:
hyper_max_evals: 5
hyper_opt_alg: tpe

lr: [loguniform, -10, -1]
mf_factors: [quniform, 8, 32, 1]
mlp_hidden_size: [(32, 16, 8), (64, 32, 16)]
<...>

MultiVAE:
<...>

evaluation:
simple_metrics: [nDCG, ARP, ACLT]
wilcoxon_test: True
complex_metrics:
- metric: UserMADrating

clustering_name: Happiness
clustering_file: <...>/u_happy.tsv

relevance_threshold: 1
top_k: 50

https://github.com/sisinflab/elliot/blob/master/config_files/advanced_configuration.yml

Table 3: Experimental results for Configuration 3.

Model nDCG@50 ARP@50 ACLT@50 UMAD𝐻@50
BPRMF 0.2390 1096 0.0420 0.0516
NeuMF 0.2585 919 0.8616 0.0032
MultiVAE 0.2922† 755† 3.2871† 0.1588

†p-value ≤ 0.001 usingWilcoxon-test

strategies, recommendation models, and statistical hypothesis tests.
Elliot reports can be directly analyzed and inserted into research
papers.We reviewed the RS evaluation literature, positioningElliot
among the existing frameworks, and highlighting its advantages
and limitations. Next, we explored the framework architecture and
how to build a working (and reproducible) experimental benchmark.
To the best of our knowledge, Elliot is the first recommendation
framework that provides a full multi-recommender experimental
pipeline based on a simple configuration file.We plan to extend soon
Elliot in various directions to include: sequential recommenda-
tion scenarios, adversarial attacks, reinforcement learning-based
recommendation systems, differential privacy facilities, sampled
evaluation, and distributed recommendation.
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