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ABSTRACT
Typically, performance of recommender systems has been mea-
sured focusing on the amount of relevant items recommended to
the users. However, this perspective provides an incomplete view of
an algorithm’s quality, since it neglects the amount of negative rec-
ommendations by equating the unknown and negatively interacted
items when computing ranking-based evaluation metrics. In this
paper, we propose an evaluation framework where anti-relevance is
seamlessly introduced in several ranking-based metrics; in this way,
we obtain a different perspective on how recommenders behave
and the type of suggestions they make. Based on our results, we
observe that non-personalized approaches tend to return less bad
recommendations than personalized ones, however the amount
of unknown recommendations is also larger, which explains why
the latter tend to suggest more relevant items. Our metrics based
on anti-relevance also show the potential to discriminate between
algorithms whose performance is very similar in terms of relevance.

1 INTRODUCTION
In the last years, more and more attention is being paid to the eval-
uation of Recommender Systems (RS). The first evaluation metrics
proposed were error-based metrics such as MAE or RMSE [10],
used to measure the difference between the predicted rating and
the real rating the user gave to an item. These metrics were applied
in the Netflix prize in 2009, where the participants had to reduce the
RMSE of the baseline recommender at least a 10%. However, some
researchers warned that these classic metrics were not adapted
for real world environments since they do not correlate well with
user satisfaction [14, 16, 22]. As a consequence, metrics from Infor-
mation Retrieval (IR) like precision, MAP, or NDCG were used to
analyze the performance of top-N recommendations by treating
them as lists of items in which the objective was to offer the user a
subset of the collection that was as relevant as possible.

However, relevance is not the only dimension we can measure
from a list of recommendations. Novelty and diversity [5, 23] or,
more recently, item freshness [21] are other important aspects to
take into account when suggesting items to users, since, in general,
recommending the same types of items, very popular, or very old
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ones may reduce the interest of the user in the system – even when
they are close to the user’s interests.

Despite this variety of evaluation dimensions, all these metrics
aim to somehow account for the number of relevant items a system
provides to the user. Nonetheless, this perspective disregards an
important source of information available in many recommender
systems: not relevant items. Those items in the collection explicitly
rated as such – i.e., with the lower values in a bounded scale or ’not
liked’ products –, provide a complementary view of the accuracy of
recommendations: while it is clear that a recommender suggesting
more relevant items is preferred to another showing less relevant
items, when the number of relevant items is comparable, techniques
producing too many bad recommendations should be avoided, as
the user confidence in the system may be undermined [12].

With this idea in mind, we aim to analyze the failures the algo-
rithms make when recommending. As far as we know, this is an
issue not addressed in the field, at least from an analytical perspec-
tive and in terms of defining new metrics, as we present hereafter.
One of the few examples we have found in the area is [7], where
the authors measure how close different algorithms produce pre-
dictions with respect to the real ratings, and propose to use those
findings to create a hybrid recommendation algorithm. In [9], the
authors proposed a method to detect bad recommendations using a
residual model to capture users’ utility. In IR, where there is a long
tradition on evaluation, however, we do find authors that introduce
alternative definitions for evaluation metrics, either to focus on the
most difficult queries [24] or directly on the not relevant documents
(frustration metric) [17], and even others that question relevance
as a criteria to evaluate the performance of systems [2].

In this paper, we present experiments performed on two real-
world datasets, where results from classical metrics (only aware
of the relevant items) as well as from new ones (aware of the not
relevant items returned by the recommenders) are compared and
discussed. We analyze the behavior of these new metrics (named
as anti-metrics because of their complementary nature in terms of
measuring the amount of irrelevance – or anti-relevance – included
in a recommendation list) at different cutoffs, together with their
discriminative power in some use cases where real algorithms seem
to produce comparable performance. According to our results, the
proposed anti-metrics could shed light on understanding which
recommendation algorithms should be used, especially in those sit-
uations where the performance of several techniques is comparable
in terms of classical evaluation metrics.

2 ANTI-METRICS: ADDING
ANTI-RELEVANCE TO RS EVALUATION

Drawing from IR and recent RS papers, we adapt the Probabilistic
Ranking Principle (PRP) for recommendation [3] and interpret it as
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the starting point for the definition of an objective function that
should be optimized by our algorithm [6]. The PRP states that if a
system’s response to a query is a ranking of documents in order of
decreasing probability of relevance, the overall effectiveness of the
system to its users will be maximized [19].

Hence, to apply the PRP (or to estimate the PRP to evaluate a
retrieval or recommender system) we must estimate the probability
that a document or item i is relevant for a user (need or profile)
u, i.e., P (Rel = 1|u, i ). This quantity is usually translated into RS
evaluation as P (rui ≥ τR |u, i ), where τR is a relevance threshold,
meaning that any item in the test set of user u that was rated above
(or equal) to such threshold will be considered relevant.

In this paper, we study the dual PRP problem: estimating the
probability of anti-relevance and ranking the documents according
to the opposite of this probability, that is: 1 − P (Rel = 0|u, i ). As
before, this could be translated into RS as 1 − P (rui ≤ τAR |u, i ) for
some anti-relevance threshold τAR . It should be noted that these
estimates can also be computed even when no ratings are available,
as long as some measure of negative and positive interaction – e.g.,
products explicitly liked and not liked by the user – can be defined.

We argue that most evaluation metrics m are formulated as
estimating the classical PRP:

m(Ru |θr el ) = C
∑
i ∈Ru

m(θr el (rui ) |u, i ) (1)

since θr el encodes the dependency on relevance from the PRP
P (rui ≥ τR |u, i ), where C is a normalization constant and Ru is the
recommendation list computed for user u; that is, most evaluation
metrics only accounts for the relevant items in the test set of a
user. This formulation matches previous evaluation frameworks
proposed in the area [23]. Now, to formulate the anti-metrics we
follow the dual PRP problem as stated before:

m(Ru |θarel ) = C
∑
i ∈Ru

(1 −m(θarel (rui ) |u, i )) ∝

∝ 1 −C ′
∑
i ∈Ru

m(θarel (rui ) |u, i ) = 1 −m(Ru |θarel ) (2)

Thus, our anti-metrics formulation is equivalent to computing any
relevance-based metric using an anti-relevance model (where an
item is relevant if rui ≤ τAR ) and returning its complement.

We should note that unknown items (those whose ratings are not
in the test set) are still considered as not relevant by the classical
metrics and by the anti-relevance model – i.e., they contribute with
a 0 in the metric computation – however, since the anti-metric
reports the complement value, the amount of unknown items is
actually affecting the final result, and hence, it should be somehow
considered. However, it is not easy to integrate this value in the final
metric, since depending on the metricm the final result could be
normalized or transformed in some way (e.g., NDCG); nonetheless,
for simple, binary metrics such as precision or recall, this issue
could be addressed by subtracting the number of unknown items
in Ru (or unk(Ru )) as follows: 1 − (m(Ru |θarel ) + unk(Ru )).

Finally, by optimizing the ranking obtained by the dual problem,
relevant items are ignored (just as anti-relevant items were ignored
when ranking by the original PRP). Hence, in order to balance the
information measured in each case, we should combine the metrics
based on relevance and anti-relevance. Thus, if we have a measure

1 2 3 4 5
Movielens

1 2 3 4 5
Lastfm

Figure 1: Rating distribution for Movielens and Lastfm

Table 1: Parameters tested in the recommenders. The best
configurations were selected by maximizing NDCG@5.

Rec Parameters

UB Sim = {Vector Cosine, Set Jaccard}, k = {5, 10, 20, · · · , 100}

IB Sim = {Vector Cosine, Set Jaccard}, k = {5, 10, 20, · · · , 100}

HKV Iter = 20, Factors = {10, 50, 100}, λ = {0.1, 1, 10}, α = {0.1, 1, 10, 100}

BPRMF Factors = {10, 50, 100}, BiasReg = {0, 0.5, 1}, LearnRate = 0.05, Iter = 50,
RegU = RegI = {0.0025, 0.001, 0.005, 0.01, 0.1, 0.0005}, RegJ = RegU/10

x computed by some metricm, and another measure x computed
by its anti-metric m, we can linearly combine those values (as
in [17]) with the average µ (x ) = 1/2(x + x ), the harmonic mean
H (x ) = 2 xx

x+x , or taking the likelihood ratio LH (x ) = x
1−x inspired

by the probabilistic interpretation of m and how this statistic is
typically used to take decisions when comparing classifications
based on two classes (in our case, Rel = 1 and Rel = 0).

3 EXPERIMENTS AND RESULTS
We have performed experiments with two datasets: Movielens [11]
(1M ratings by 6K users on 3.7K items) and Lastfm [4] (93K interac-
tions between 1.9K users and 17.6K items). We have transformed
the Lastfm dataset into explicit ratings (in a 1-5 scale) applying the
following formula: rui = round

(
4 suiSu

)
+1, where sui is the number

of listenings (or scrobblings) from a specific user u for an artist i ,
and Su is the maximum number of listenings from that user.

The rating distribution is shown in Figure 1, where we ob-
serve how each dataset is highly skewed to different rating values:
whereas the average rating in Movielens is 3.58, in Lastfm is 1.67.

In the reported experiments, we follow the TrainItems method-
ology [20], where every item in the training set is considered as a
candidate item to be recommended by the algorithm, except those
already rated by the user in the training set. The relevance thresh-
old τR is 4 and the anti-relevance threshold τAR is 2, meaning that
those items in the test set of a user rating with a value ≤ 2 are
considered as anti-relevant by the anti-metrics, and those with a
value ≥ 4 as relevant by the classical metrics. For both datasets, we
have performed a 5-fold cross validation.

In the experiments, we compare different state-of-the-art algo-
rithms. We use two neighborhood-based recommenders (UB, a
user-based technique and IB, an item-based one), HKV (the matrix
factorization technique from [13]), and a BPR optimization method
with an MF technique (BPRMF) [18]. We also show the results of
two unpersonalized approaches, a random and a popularity recom-
mender (denoted as “Rnd” and “Pop”, respectively). To complete the
pool of recommenders, we include a skyline that optimizes for the
number of relevant items with a rating ≥ τR among those items in
the test set of a user (“Skyline”) and another that will recommend
the anti-relevant items of that user (“Skyline”). These two skylines
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Table 2: Movielens results @10. The first, second and third
best values are marked in bold, with ‡ and † respectively.
Note that for Rel, Brd, and Unk lower values are preferred.

Rec NDCG MAP NDCG MAP %Rel %Rel %Brd %Unk

Rnd 0.004 0.002 ‡0.998 ‡0.999 0.6 ‡0.2 †0.3 99.0
Pop 0.143 0.093 †0.983 †0.990 14.7 †0.9 2.7 81.7
IB 0.253 0.181 0.974 0.985 24.5 1.5 4.9 69.3
UB †0.298 †0.211 0.973 0.984 †27.0 1.4 4.5 67.2

HKV ‡0.321 ‡0.230 0.977 0.987 ‡29.6 1.2 4.4 †65.0
BPRMF 0.246 0.178 0.962 0.978 24.9 2.2 5.5 67.5

Skyline 1.000 1.000 1.000 1.000 79.2 0.0 0.0 0.0
Skyline 0.000 0.000 0.000 0.000 0.0 44.6 ‡0.0 ‡0.0

Table 3: Lastfm results (notation as in Table 2).

Rec NDCG MAP NDCG MAP %Rel %Rel %Brd %Unk

Rnd 0.000 0.000 ‡1.000 ‡1.000 0.0 ‡0.0 †0.0 100.0
Pop 0.097 0.077 †0.942 †0.972 1.8 †5.7 0.5 93.1
IB 0.248 0.204 0.857 0.918 4.5 13.0 1.6 83.7
UB †0.294 †0.248 0.855 0.917 †5.0 13.4 1.7 †83.0

HKV ‡0.316 ‡0.272 0.875 0.931 ‡5.2 11.9 1.7 84.4
BPRMF 0.240 0.195 0.875 0.932 4.4 11.8 1.5 85.1

Skyline 0.984 0.980 1.000 1.000 12.8 0.0 0.0 0.0
Skyline 0.000 0.000 0.093 0.128 0.0 76.2 ‡0.0 ‡0.0

are included to explore the maximum and minimum values we
can achieve in every metric. The parameters of the recommenders
are shown in Table 1. The proposed evaluation metrics were im-
plemented on top of the RankSys library [5], from which we also
used most of the recommenders, except for BPRMF, where we used
MyMediaLite [8]. All the necessary scripts and source code to repli-
cate the results can be found in the following Bitbucket repository:
PabloSanchezP/AntiRelevanceMetrics.

3.1 Performance comparison: metrics vs
anti-metrics

In Tables 2 and 3, we show the results obtained by the evaluated
recommenders for the different datasets at a cutoff of 10. The first
two columns represent two classical ranking metrics (NDCG and
MAP) followed by their corresponding anti-metrics as defined in
Section 2. The last four columns show the ratio of relevant and anti-
relevant items (“Rel” and “Rel”), borderline items whose ratings are
in the (τAR ,τR ) interval (“Brd”, in this case, items with a rating r
such that 2 < r < 4 in the test set), and the ratio of items whose
rating is unknown (“Unk”) – these ratios are normalized according
to the maximum number of recommended items, in this case, 10.

The first thing we notice in these results is that the best and
worst values are achieved by different recommenders (when ignor-
ing the skyline techniques). In particular, Rnd obtains the best result
with anti-metrics and the worst result with classical metrics. This
is because, as evidenced by the amount of unknown items returned,
such recommender tends to not return any relevant item, but it also
does not include almost any anti-relevant item in its recommenda-
tions, since most of its recommendations are unknown to the users.
However, when we use a personalized recommender, the chances of
producing a bad recommendation to the user increase, as the worst
recommender in terms of anti-metrics is always a personalized
technique (either BPRMF in Movielens, or UB in Lastfm).

We attribute this effect to the well-known issue of missing items
not at random [15] and the datasets being very sparse. In fact, an
estimation of the amount of unknown items is directly the rating

sparsity (i.e., 1 − |R |/( |U | · |I |))1. Hence, considering that the rec-
ommended items are either relevant, anti-relevant, borderline, or
unknown for each user, a random recommender is highly biased
towards recommending unknown items, whereas personalized tech-
niques return less unknown items but they have to successfully
discriminate between relevant and anti-relevant items – an easier
task in datasets such as Movielens, where there are around 3.5 times
more relevant items than anti-relevant ones; however, in Lastfm
this relationship is reversed, and, hence, the recommenders tend to
return more anti-relevant items (see Table 3).

Secondly, we observe UB and HKV perform the best in terms of
classical metrics, consistent with literature results. In general, per-
sonalized recommenders achieve higher values of classical metrics
than other baselines, whereas Pop and Rnd obtain higher values
of anti-metrics, mostly due to their tendency to return more un-
known items, as discussed before. Results from the anti-metrics are
very close to each other and relatively high; the only dataset where
NDCG is below 0.9 is Lastfm, since there exist more anti-relevant
ratings because of the implicit-to-explicit transformation used (see
Figure 1). Additionally, it should be noted that the Skylines do not
achieve a perfect score in some cases because of the TrainItems
methodology, which prevents using items that only appear in the
test set, even though they might be relevant or anti-relevant.

Finally, let us focus on a particular example of how the recom-
menders behave under these metrics: IB and BPRMF in Lastfm; in
Section 3.3 we shall analyze in more detail other recommenders. We
observe that, in terms of NDCG and MAP, IB slightly outperforms
BPRMF – one possible reason is that the latter recommender does
not consider the actual ratings to create its model. However, the
amount of relevant items (Rel) returned by each technique is very
similar, and, interestingly, the amount of anti-relevant items (Rel)
is much smaller for BPRMF, at the expense of more unknown items
being recommended. This comparison would lead to the follow-
ing tradeoff: whereas more unknown recommendations probably
translate into more novel or diverse recommendations, the user sat-
isfaction is also more uncertain, on the other hand, IB is producing
more items explicitly rated by the user as negative recommenda-
tions, which, in general, should be avoided.

3.2 Sensitivity to the ranking cutoff
In this section, we analyze the sensitivity of the proposed metrics
to different cutoffs. Figure 2 shows the results obtained by some
metrics at different cutoffs for Lastfm, similar results were found
for the other datasets but are not shown for the sake of space. Here,
we include a well-known metric (and its anti-metric) from IR [1]:
Success@n (that returns 1 if the recommender returns at least one
relevant item up to n) and Success@n (that returns 0 if there is at
least one anti-relevant item in the first n positions).

In general, we observe that for higher cutoffs the values of the
anti-metrics decrease, and, at the same time, classical metrics in-
crease – except for Rnd recommender, whose values are all polarized
either into 1 (NDCG, Success, Unk) or 0 (NDCG, Rel, Success). The
metrics increase/decrease sharply for the UB, while they remain

1Actually, the Unk column is computed in a per-user fashion, hence, the formulation
would be more similar to |U |−1

∑
u∈U (1 − |(u, ·, r ) : r , ∅|/ |I |), where ∅ denotes

that a rating is unknown, andU and I are the users and items in the system.

https://bitbucket.org/PabloSanchezP/AntiRelevanceMetrics
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Table 4: Two case studies using the Lastfm dataset with results @5, including the average (µ), harmonic mean (H), and likeli-
hood (LH) aggregated values. We represent in bold the best values in each case study.

Rec Params NDCG MAP NDCG MAP %Rel %Rel %Brd %Unk µ (NDCG) µ (MAP) H(NDCG) H(MAP) LH(NDCG) LH(MAP)

IB (VC, 90) 0.218 0.193 0.856 0.884 0.025 0.161 0.021 0.794 0.537 0.538 0.347 0.317 1.515 1.662
HKV (50, 0.1, 100) 0.215 0.188 0.917 0.941 0.024 0.097 0.016 0.862 0.566 0.565 0.348 0.314 2.585 3.215
BPRMF (100, 1, 0.005) 0.213 0.183 0.870 0.902 0.025 0.149 0.021 0.805 0.542 0.542 0.342 0.304 1.640 1.860

UB (SJ, 40) 0.266 0.235 0.846 0.877 0.030 0.176 0.025 0.769 0.556 0.556 0.405 0.371 1.732 1.907
HKV (100, 0.1, 1) 0.263 0.232 0.859 0.892 0.030 0.160 0.024 0.786 0.561 0.562 0.403 0.368 1.873 2.147

1510 20 50
0.0

0.5

1.0

Rnd

1510 20 50
0.0

0.5

1.0

Pop

1510 20 50
0.0

0.5

1.0

UB

NDCG@n Success@n %Unk@n

NDCG@n Success@n %Rel@n

Figure 2: Results for Lastfm at different cutoffs.

more steady for the Pop recommender, evidencing that the per-
sonalized recommenders are able to return more relevant items
sooner. For the Success metric, in particular, this means that more
users receive at least one relevant recommendation when increas-
ing the ranking length, while anti-relevant items still appear in
such rankings, according to the Success metric; this effect is more
pronounced, again, for the UB recommender than for Pop.

On the other hand, the amount of anti-relevant items is higher
at the beginning for UB than Pop, consistent with the results previ-
ously presented in Table 3. Symmetrically, the amount of unknown
items for UB is smaller than Pop for lower cutoffs, and reach a
similar value for both recommenders at the largest cutoff (50).

3.3 Case study: benchmarking similar methods
We now explore how we can use the anti-metrics to decide among
algorithms with similar performance. Table 4 shows results for
two subsets of different configurations of recommenders whose
performance is very close, in this case, we compare IB, HKV, and
BPRMF (the three recommenders with almost the same value for
Rel and very close values of NDCG and MAP) and UB and HKV
(again, with the same value for Rel).

In the first case, we observe that IB and BPRMF recommend the
same ratio of relevant items, however BPRMF includes less anti-
relevant items, as evidenced by the higher values of the anti-metrics
NDCG and MAP. The third recommender included in this case,
HKV, outperforms the other algorithms in terms of anti-metrics,
while achieving a pretty decent performance with classical met-
rics. This technique presents the lowest value of Rel and, hence,
it might be argued that it could be preferred over the other algo-
rithms, considering the three obtain very similar performance when
accounting for the amount of relevant items recommended.

To shed some light into these results, Table 4 also includes aggre-
gated values of a metric and its anti-metric based on the average,
harmonic mean, and likelihood (see Section 2). We observe that
most of these statistics agree on selecting HKV as the best method.

A similar situation is found for the second case with UB and
HKV. Here, relevance-based metrics prefer UB, even though Rel is

exactly the same for both algorithms. Interestingly, Rel is clearly
lower for HKV, which, like in the previous example, could favor
this method over the other. In fact, based on the aggregated values,
we observe that the statistics based on average and likelihood agree
on selecting HKV as the best performing method, however the
harmonic mean prefers UB, although for a small margin.

4 CONCLUSIONS
Recommender Systems evaluation is possibly the most critical step
during the whole recommendation process as it allows us to deter-
mine if the proposed algorithm works as expected or not. We argue
that most of current research has been focused on maximizing the
number of relevant items retrieved by the recommenders, neglect-
ing the negative suggestions received by the users; hence, current
evaluation methodologies are solving only part of the problem, and,
as a consequence, almost no progress on understanding the failures
of the recommendation algorithms has been made.

In this paper, we have presented a frameworkwhere anti-relevance
is incorporated into traditional evaluation metrics, which allows
us to analyze the behavior with respect to the negative (or anti-
relevant) items produced by the recommenders. We have found
that bad algorithms in terms of relevance-based metrics – such as
the random recommender – do not necessarily return anti-relevant
items, since unknown items to the user also play an important role
and, typically, account for a large margin of the recommendations
presented to the user; while personalized methods tend to return
more anti-relevant items than not-personalized approaches. Based
on our results, we conclude that the anti-metrics are valuable to
discriminate between algorithms that perform at a very similar
level in terms of relevance-based metrics. There might be, however,
some inconsistencies when deciding which algorithm is actually the
best one, but using the aggregation statistics proposed (especially,
the likelihood) should provide a more obvious indication about
which recommender should be selected in order to find a balance
between maximizing successful recommendations and minimizing
anti-relevant ones.

In the future, we aim to extend the presented analysis to more
families of algorithms and specially difficult recommendation tasks
such as cold-start or cross-domain, to understand the behavior of
the recommendation techniques in those scenarios. More impor-
tantly, we would like to analyze how to extend our framework to
situations where no explicit ratings are available, but other form of
anti-relevance can be inferred, either directly or through the user
interaction with the system.
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